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Introduction

Statement of the main results.

Suppose that we are given a system of equations

x1 = f1(y1, y2, . . . , yn)(*)
...

xn = fn(y1, y2, . . . , yn)

1partially supported by NSF
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which is nondegenerate, in the sense that the Jacobian determinate of the system is not

(identically) zero. This system is well understood in the special case that f1, . . . , fn are

monomials in the variables y1, . . . , yn. For instance, by inverting the matrix A of coefficients

of the monomials, we can express y1, . . . , yn as rational functions of d-th roots of the

variables x1, . . . , xn, where d is the determinant of A.

When the fi are not monomials, it is not easy to analyze such a system.

Our main result shows that all solutions of a system (*) can be expressed in the

following simple form. There are finitely many charts obtained from a composition of

monoidal tranforms in the variables x and y

xi = Φi(x1, . . . , xn), 1 ≤ i ≤ n

yi = Ψi(y1, . . . , yn), 1 ≤ i ≤ n

such that the transform of the system (*) becomes a system of monomial equations

x1 = ya11
1 .....ya1n

n

...

xn = yan1
1 .....yann

n

with det(aij) 6= 0. A monoidal transform is a composition of

1) a change of variable

2) a transform

x1 = x1(1)x2(1)

xi = xi(1) if i > 1.

Our solution is constructive, as it consists of a series of algorithms.

This result can be interpreted geometrically as follows. Suppose that φ : X → Y is

a generically finite morphism of varieties. Then it is possible to construct a finite number

of charts Xi and Yi such that Xi → Yi are monomial mappings, the mappings Xi → X

and Yi → Y are sequences of blowups of nonsingular subvarieties, and Xi and Yi form

complete systems, in the sense that they can be patched to obtain schemes which satisfy

the valuative criteria of properness.

Our main result is stated precisely in Theorem A.
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Theorem A. (Monomialization) Suppose that R ⊂ S are excellent regular local rings such

that dim(R) = dim(S), containing a field k of characteristic zero, such that the quotient

field K of S is a finite extension of the quotient field J of R.

Let V be a valuation ring of K which dominates S. Suppose that if mV is the maximal

ideal of V , and p∗ = mV ∩ S, then (S/p∗)p∗ is a finitely generated field extension of k.

Then there exist sequences of monoidal transforms (blow ups of regular primes) R → R′

and S → S′ such that V dominates S′, S′ dominates R′ and there are regular parameters

(x1, ...., xn) in R′, (y1, ..., yn) in S′, units δ1, . . . , δn ∈ S′ and a matrix (aij) of nonnegative

integers such that Det(aij) 6= 0 and

x1 = ya11
1 .....ya1n

n δ1(**)
...

xn = yan1
1 .....yann

n δn.

With the assumptions of Theorem A, An example of Abhyankar (Theorem 12 [Ab6])

shows that it is in general not possible to perform monoidal transforms along V in R and S

to obtain R′ → S′ such that R′ → S′ is (a localization of) a finite map. As such, Theorem

A is the strongest possible local result for generically finite maps.

A more geometric statement of Theorem A is given in Theorem B. A complete variety

over a field k is an integral finite type k-scheme which satisfies the existence part of the

valuative criterion for properness. Complete and separated is equivalent to proper.

Theorem B. Let k be a field of characteristic zero, Φ : X → Y a generically finite

morphism of nonsingular proper k-varieties. Then there are birational morphisms of non-

singular complete k-varieties α : X1 → X and β : Y1 → Y , and a morphism Ψ : X1 → Y1

such that the diagram
X1

Ψ
→ Y1

↓ ↓
X Φ

→ Y

commutes, α and β are locally products of blowups of nonsingular subvarieties, and Ψ is

locally a monomial mapping. That is, for every z ∈ X1, there exist affine neighborhoods

V1 of z, V of x = α(z), such that α : V1 → V is a finite product of monoidal transforms,

there exist affine neighborhoods W1 of Ψ(z), W of y = α(Ψ(z)), such that β : W1 → W is

a finite product of monoidal transforms, and Ψ : V1 → W1 is a mapping of the form (**)

in some uniformizing parameters of V1 and W1.

3



Here a monoidal transform of a nonsingular k-scheme S is the map T → S induced

by an open subset T of Proj(⊕In), where I is the ideal sheaf of a nonsingular subvariety

of S. We give a proof of Theorem B in chapter 7.

In the special case of dimension two, we can strengthen the conclusions of Theorem

B.

Theorem B2. Let k be a field of characteristic zero, Φ : S → T a generically finite

morphism of nonsingular proper k-surfaces. Then there are products of blowups of points

(quadratic transforms) α : S1 → S and β : T1 → T , and a morphism Ψ : S1 → T1 such

that the diagram
S1

Ψ
→ T1

↓ ↓
S Φ

→ T

commutes, and Ψ is locally a monomial mapping. That is, for every z ∈ S1, there exist

affine neighborhoods V1 of z and W1 of Ψ(z), such that Ψ : V1 → W1 is a mapping of the

form (**) in some uniformizing parameters of V1 and W1.

In the case of complex surfaces, a proof of Theorem B2 follows from results of Akbulut

and King (Chapter 7 of [AK]).

We also prove, as a corollary of Theorem A, a local theorem on simultaneous resolution

of singularities, which is valid in all dimensions. This theorem is proven in dimension 2 (and

in all characteristics) by Abhyankar in Theorem 4.8 of his book “Ramification theoretic

methods in algebraic geometry” [Ab3].

Theorem S. (Theorem 1.1 [C2]) Let k be a field of characteristic zero, L/k an algebraic

function field, K a finite algebraic extension of L, ν a valuation of K/k, and (R,M)

a regular local ring with quotient field K, essentially of finite type over k, such that ν

dominates R. Then for some sequence of monodial transforms R → R∗ along ν, there

exists a normal local ring S∗ with quotient field L, essentially of finite type over k, such

that R∗ is the localization of the integral closure T of S∗ in K at a maximal ideal of T .

Stronger results hold for birational morphisms, morphisms which are an isomorphism

on an open set. A birational morphism of nonsingular projective surfaces can be factored

by a product of quadratic transforms. This was proved by Zariski, over an algebraically

closed field of arbitrary characteristic, as a corollary to a local theorem on factorization

(on page 589 of [Z3] and in section II.1 of [Z4]). The most general form of this Theorem

is due to Abhyankar, in Theorem 3 of his 1956 paper [Ab2]. Abhyankar proves that an
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inclusion R ⊂ S of regular local rings of dimension 2 with a common quotient field can be

factored by a finite sequence of quadratic transforms (blowups of points).

In higher dimensions, the simplest birational morphisms are the monoidal transforms.

A monoidal transform is a blowup of a nonsingular subvariety. Sally [S] and Shannon

[Sh] have found examples of inclusions R ⊂ S of regular local rings of dimension 3 with a

common quotient field which cannot be factored by a finite sequence of monoidal transforms

(blowups of points and nonsingular curves).

In [C], we prove the following Theorem, which gives a positive answer to a conjecture

of Abhyankar (page 237 [Ab5], [Ch]), over fields of characteristic 0. In view of the coun-

terexamples to a direct factorization, Theorem B is the best possible local factorization

result in dimension three.

Theorem C. (Theorem A [C]) Suppose that R ⊂ S are excellent regular local rings such

that dim(R) = dim(S) = 3, containing a field k of characteristic zero and with a common

quotient field K. Let V be a valuation ring of K which dominates S. Then there exists a

regular local ring T , with quotient field K, such that T dominates S, V dominates T , and

the inclusions R → T and S → T can be factored by sequences of monoidal transforms

(blowups of regular primes).
V
↑
T

↗ ↖
R −→ S

It is natural to ask if the generalization of this three dimensional factorization theorem

is possible in all dimensions by constructing a factorization by a sequence of blowups and

blowdowns with nonsingular centers along a valuation. In this paper, we prove the following

theorem which gives a positive answer to this question in all dimensions.

Theorem D. (Factorization 1) Suppose that R ⊂ S are excellent regular local rings of

dimension n ≥ 3, containing a field k of characteristic zero, with a common quotient field

K. Let V be a valuation ring of K which dominates S. Suppose that if mV is the maximal

ideal of V , and p∗ = mV ∩ S, then (S/p∗)p∗ is a finitely generated field extension of k.

Then there exist sequences of regular local rings contained in K

R1 Rn−2

↗ ↖ ↗ · · · ↖ ↗ ↖
R S1 Sn−3 Sn−2 = S
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such that each local ring is dominated by V and each arrow is a sequence of monoidal

transforms (blow ups of regular primes). Furthermore, we have inclusions R ⊂ Si for all i.

In the special case n = 3 of Theorem D, we get the triangle of Theorem C.

The proofs of the above theorems are essentially self contained in this paper. We only

assume some basic results on valuation theory (as can be found in [Ab3] and [ZS]) and the

basic resolution theorems of Hironaka [H]. The Hironaka results are essentially only used

in the case of a composite valuation, to establish the existence of a nonsingular center of

a composite valuation.

A long standing conjecture in algebraic geometry is that one can factor a birational

morphism X → Y between nonsingular projective varieties by a series of alternating

blowups and blowdowns with nonsingular centers (c.f. [P]). We will refer to this as the

global factorization conjecture. In [P] an example is given of Hironaka, showing that it

is not possible in dimension ≥ 3 to always factor birational morphisms of nonsingular

varieties by blowups with nonsingular centers.

Our Theorem D shows that there is no local obstruction to the global factorization

conjecture in any dimension. We prove a local form of this conjecture.

Theorem E. Suppose that X → Y is a birational morphism of nonsingular projective n-

dimensional varieties, over a field of characteristic zero, and ν is a valuation of the function

field of X. Then there is a sequence of projective birational morphisms of nonsingular

varieties

X1 Xn−1

↙ ↘ ↙ · · · ↘ ↙ ↘
X Y1 Yn−1 Yn−2 = Y

such that each morphism is a product of blowups of nonsingular subvarities in a Zariski

neighbourhood of the center of ν.

Theorem F. Let k be a field of characteristic zero, φ : X → Y a birational morphism

of nonsingular proper k-varieties of dimension n. Then there is a sequence of birational

morphisms of nonsingular complete k-varieties αi : Xi+1 → Xi and βi : Xi+1 → Yi+1

X1 Xn−1

↙ ↘ ↙ · · · ↘ ↙ ↘
X Y1 Yn−1 Yn−2 = Y

such that each morphism is locally a product of blowups of nonsingular subvarieties. That

is, for every z ∈ Xi+1, there exist affine neighborhoods W of z, U of x = αi(z), V of
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y = βi(z) such that αi : W → U and βi : W → V are finite products of monoidal

transforms.

Theorem F is proved in dimension 3 by the author in [C]. The proof of Theorem

F is exactly the same, with the use of Theorem D from this paper, which is valid in

all dimensions. By Theorem D, for each valuation of the function field K of X, there

exist local rings for which the conclusions of Theorem D hold. These local rings can be

extended to affine varieties which are related by products of monoidal transforms. By

the quasi-compactness of the Zariski manifold (Theorem VI.17.40 [ZS]) all valuations of

K are centered at finitely many of these affine constructions. We can then patch these

affine varieties along the open sets where they are isomorphic to get complete k-varieties

as desired. The proof is similar to that of Theorem B given in Chapter 7.

The Monomialization Theorem is a ”resolution of singularities” type problem. Some

of the difficulties which arise in it are related to those which appear in the problems of

resolution of (char. 0) vector fields (c.f [Ca], [Se]), and in resolution of singularities in

characteristic p > 0 (c.f. [Ab4], [Co], [G], [L2]). Resolution of vector fields is an open

problem (locally )in dimension ≥ 4 and is open (globally) in dimension ≥ 3. Resolution of

singularities in characteristic p > 0 is an open problem in dimension ≥ 4.

Some of the many important papers which are directly concerned with the global

factorization problem are Hironaka [H1], Danilov [D], Crauder [Cr], Pinkham [P].

An important special case where the global factorization problem has been solved is

toric geometry. The solution is in the series of papers Danilov [D2], Ewald [E], (dim 3)

and Wlodarczyk [W], Morelli [M], Abramovich, Matsuki, Rashid [AMR] (dim n).

A birational morphism of nonsingular toric varieties can be thought of as a union of

monomial mappings on affine spaces. In toric geometry, the global factorization problem

becomes more tractable than in the general case of arbitrary polynomial mappings, since

the problem can be translated into combinatorics.

Morelli’s main result [M] is that a birational morphism of proper nonsingular toric

varieties can be factored by one sequence of blowups (with nonsingular centers) followed

by one sequence of blowdowns (with nonsingular centers).

Our main result, Theorem A - Monomialization, allows us to reduce the factorization

problem (locally) to monomial mappings. If we then make use of Morelli’s result, which says

(locally) that a birational monomial mapping can be factored by one sequence of blowups,

followed by one sequence of blowdowns, we obtain an even stronger local factorization

theorem than Theorem D.
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Abhyankar has conjectured (page 237 [Ab5], [Ch]) that in all dimensions it is possible

to factor a birational mapping along a valuation by a sequence of blowups followed by a

sequence of blowdowns with nonsingular centers. This is the most optimistic possible local

statement.

We prove the following Theorem, which proves Abhyankar’s conjecture in all dimen-

sions (over fields of characteristic 0).

Theorem G. (Factorization 2) Suppose that R ⊂ S are excellent regular local rings of

dimension n, containing a field k of characteristic zero and with a common quotient field

K. Let V be a valuation ring of K which dominates S. Suppose that if mV is the maximal

ideal of V , and p∗ = mV ∩ S, then (S/p∗)p∗ is a finitely generated field extension of k.

Then there exists a regular local ring T , with quotient field K, such that T dominates S,

V dominates T , and the inclusions R → T and S → T can be factored by sequences of

monoidal transforms (blowups of regular primes).

V
↑
T

↗ ↖
R −→ S

The solution to Abhyankar’s conjecture (as stated in [Ch]) is given in Theorem H.

Theorem H. Suppose that K is a field of algebraic functions over a field k of characteristic

zero, with trdegkK = n, R and S are regular local rings, essentially of finite type over k,

with quotient field K. Let V be a valuation ring of K which dominates R and S. Then

there exists a regular local ring T , essentially of finite type over k, with quotient field K,

dominated by V , containing R and S, such that R → T and S → T can be factored by

products of monoidal transforms.

In dimension 3, Theorems G and H have been proven by the author in [C]. Theorem

A, which shows that it is possible to monomialize a generically finite morphism along a

valuation, is essential in this proof.

Hironaka and Abhyankar (section 6 of chapter 0 [H] and page 254 [Ab5]) have conjec-

tured that a birational morphism of nonsingular projective varieties can be factored by a

series of blowups followed by a series of blowdowns with nonsingular centers.

Our Theorem G shows that there is no local obstruction to this global factorization

conjecture in any dimension.
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We prove the following global analogue of Theorem G.

Theorem I. Let k be a field of characteristic zero, φ : X → Y a birational morphism of

nonsingular proper k-varieties. Then there exists a nonsingular complete k-variety Z and

birational complete morphisms α : Z → X and β : Z → Y making the diagram

Z
↙ ↘

X −→ Y

commute, such that α and β are locally products of monoidal transforms. That is, for

every z ∈ Z, there exist affine neighborhoods W of z, U of x = α(z), V of y = β(z) such

that α : W → U and β : W → V are finite products of monoidal transforms.

Here a monoidal transform of a nonsingular k-scheme S is the map T → S induced

by an open subset T of Proj(⊕In), where I is the ideal sheaf of a nonsingular subvariety

of S.

Theorem I is proved in dimension 3 by the author in [C]. The proof is exactly the

same, with the use of Theorem G from this paper, which is valid in all dimensions. The

method of proof is similar to Theorem B, which is proved in Chapter 7.

The author would like to thank the referee for a very careful reading of the manuscript

and for helpful comments.

Geometry and valuations.

A valuation ring of a field of algebraic functions K will dominate some local ring of

a projective model V of K. This leads to the ”valuative criterion for properness” (c.f.

Theorem II.4.7 [Ha]).

The Zariski manifold M of K is a locally ringed space whose local rings are the

valuations rings of K, containing the ground field k (c.f chapter VI, section 17 [ZS], [L1],

section 6 of chaper 0 [H]). M satisfies the universal property that for any morphism of

proper k-schemes Ψ : X → Y such that X and Y have function fields (isomorphic to) K,

there are projections π1 : M → X and π2 : M → Y making a commutative diagram

M
↙ ↘

X −→ Y.

When K is a 1-dimensional function field, the only nontrivial valuation rings are the local

rings of the points on the nonsingular model of K. As such, a projective nonsingular curve
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can be identified with its Zariski manifold (c.f. I.6 [Ha]). If K has dimension > 1, K has

many non-noetherian valuations, and M is far from being a k-scheme.

The main result of Zariski in [Z2] is his Theorem U1, which states that for a valuation

B of a field of algebraic functions K over a ground field of characteristic 0, there is a

projective model V of K on which the center of B is at a nonsingular point of V .

Our Theorems A, D, G and H are direct analogues of Theorem U1 for generically finite

and birational morphisms of varieties.

Zariski obtained a solution to ”the classical problem of local uniformization” from his

Theorem U1. In the language of schemes (c.f. section 6 of chapter 0 [H]) Zariski’s result

shows that for any integral proper k-scheme X (where k is a field of characteristic 0) there

exists a complete nonsingular integral k-scheme Y and a birational morphism Y → X.

A complete variety over a field k is an integral finite type k-scheme which satisfies the

existence part of the valuative criterion for properness.

Our Theorems B, B2, F and I are analogous to Zariski’s solution of ”the classical

problem of local uniformization”.

Overview of the proof.

The main thrust of the paper is to acheive monomialization. Theorem A proves

monomialization for generically finite extensions. The corollaries, Theorems B through I

are then easily obtained.

Theorem A is an immediate corollary of Theorem 4.3. Theorem 4.4 is a stronger

version, valid for birational extensions.

In fact, Theorems 4.3 and 4.4 prove more than monomialization. They produce a

matrix of exponents A = (aij) which has a very special form, depending on the rational

rank of the rank 1 valuations composite with V .

Theorem 4.4 reduces the proof of Theorem D (Local factorization) to the special case

where dim R = dim S = n and V has rank 1 and rational rank n. Factorization in the

special case n = 3 and V has rational rank n = 3 was solved by Christensen in [Ch].

We generalize Christensen’s algorithm in Theorem 5.4 to prove factorization when V has

rational rank n. The proof of Theorem 5.4 uses only elementary methods of linear algebra.

Theorem D then follows from Theorem 4.4.

Now we will discuss the proof of Theorem 4.3. The most difficult part of Theorem 4.3

is the case where ν has rank 1, which is proved in Theorem 4.1. Almost the entirety of the

paper (chapter 3) is devoted to the proof of Theorem 4.1.

Suppose that ν has rank 1 and rational rank s. Then it is not difficult to construct
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sequences of monoidal transforms R → R(1) and S → S(1) such that ν dominates S(1),

S(1) dominates R(1), R(1) has regular parameters (x1(1), . . . , xn(1)), S(1) has regular

parameters (y1(1), . . . , yn(1)) such that

x1(1) = y1(1)c11(1) · · · ys(1)c1s(1)δ1

...

xs(1) = y1(1)cs1(1) · · · ys(1)css(1)δs

where det(cij(1)) 6= 0 and δi are units in S(1). This step is accomplished in the proof of

Theorem 4.1.

The inductive step in the proof is Theorem 3.12, which starts with monoidal trans-

form sequences (MTSs) R → R(0) and S → S(0) such that ν dominates S(0), S(0) dom-

inates R(0), R(0) has regular parameters (x1(0), . . . , xn(0)), S(0) has regular parameters

(y1(0), . . . , yn(0)) such that

x1(0) = y1(0)c11(0) · · · ys(0)c1s(0)δ1(1)
...

xs(0) = y1(0)cs1(0) · · · ys(0)css(0)δs

xs+1(0) = ys+1(0)
...

xl(0) = yl(0)

where det(cij(0)) 6= 0 and δi are units in S(0), and construct MTSs R(0) → R(t),

S(0) → S(t) such that ν dominates S(t), S(t) dominates R(t), R(t) has regular parameters

(x1(t), . . . , xn(t)), S(t) has regular parameters (y1(t), . . . , yn(t)) such that

x1(t) = y1(t)c11(t) · · · ys(t)c1s(t)δ1(2)
...

xs(t) = y1(t)cs1(t) · · · ys(t)css(t)δs

xs+1(t) = ys+1(t)
...

xl+1(t) = yl+1(t)

where det(cij(t)) 6= 0 and δi are units in S(t).
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To prove Theorem 3.12, we make use of special sequences of monoidal transforms which

are derived from the Cremona tranformations constructed by Zariski in chapter B of [Z2],

using an algorithm of Perron. We will call such transformations Perron transforms. Our

proof makes use of these transforms in local rings of etale extensions, giving the transforms

the special form

x1(i) = x1(i + 1)a11(i+1) · · ·xs(i + 1)a1s(i+1)c
a1,s+1(i+1)
i+1(3)

...

xs(i) = x1(i + 1)as1(i+1) · · ·xs(i + 1)ass(i+1)c
as,s+1(i+1)
i+1

xr(i) = x1(i + 1)as+1,1(i+1) · · ·xs(i + 1)as+1,s(i+1)(xr(i + 1) + 1)cas+1,s+1(i+1)
i+1

y1(i) = y1(i + 1)b11(i+1) · · · ys(i + 1)b1s(i+1)d
b1,s+1(i+1)
i+1

...

ys(i) = y1(i + 1)bs1(i+1) · · · ys(i + 1)bss(i+1)d
bs,s+1(i+1)
i+1

yr(i) = y1(i + 1)bs+1,1(i+1) · · · ys(i + 1)bs+1,s(i+1)(yr(i + 1) + 1)dbs+1,s+1(i+1)
i+1

where det(aij(i + 1)) = ±1 and det(bij(i + 1)) = ±1, ci+1, di+1 are algebraic over k.

Zariski observes on page 343 of [Z1] that his Cremona transformations have ”the same

effect as the classical Puiseux substitution x = xν
1 , y = xµ

1 (c1+y1) used in the determination

of the branches of the curve φ(x, y) = 0.” ”The only difference - and advantage - is that

our transformation does not lead to elements x1, y1 outside the field k(x, y).”

Our transforms (3) do induce a field extension. They are the direct generalization of

the classical Puiseux substitution to higher dimensions. We must pay for the advantage of

the simple form of the equations by introducing many difficulties arising from the need to

make finite etale extensions after each transform. We call a sequence of such transforms a

uniformizing transform sequence (UTS).

Theorem 3.12 is proved by first constructing UTSs such that (2) holds, and then using

this partial solution to construct sequences of monoidal transforms such that (2) holds.

The UTSs are constructed in Theorems 3.8 and 3.12, and this is used to construct MTSs

such that (2) holds in Theorems 3.9, 3.10, 3.11 and 3.12.

Underlying the whole proof is Zariski’s algorithm for the reduction of the multiplicity

of a polynomial along a rank 1 valuation, via Perron transforms. This algorithm is itself a

a generalization of Newton’s algorithm to determine the branches of a curve singularity.
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We will now give an outline of the proof of Theorem 3.12 (the inductive step). We

will give a formal construction, so that we need only consider UTSs, where the basic ideas

are transparent. We will construct UTSs along ν (here the U(i), T (i) are complete local

rings)

(4)
U(0) → U(1) → · · · → U(t)
↑ ↑ ↑

T (0) → T (1) → · · · → T (t)

such that T (i) has regular parameters (x1(i), . . . , xn(i)), U(i) has regular parameters

(y1(i), . . . , yn(i)) such that

x1(i) = y1(i)c11(i) · · · ys(i)c1s(i)(5)
...

xs(i) = y1(i)cs1(i) · · · ys(i)css(i)

xs+1(i) = ys+1(i)
...

xl(i) = yl(i)

where det(cij(i)) 6= 0 for 0 ≤ i ≤ t.

We will presume that k is algebraically closed, and isomorphic to the residue fields of

R, S and V . We will also assume that various technical difficulties, such as the rank of ν

increasing when ν is extended to the complete local ring U(i), do not occur.

In Theorem 3.8 it is shown that

(6) Given f ∈ U(0), there exists (4) such that f = y1(t)d1 · · · ys(t)dsγ where γ is a unit in

U(t).

(7) Given f ∈ U(0)− k[[y1, . . . , yl]], there exists (4) such that

f = P (y1(t), . . . , yl(t)) + y1(t)d1 · · · ys(t)dsyl+1(t).

where P is a power series.

Theorem 3.12 then shows that it is possible to construct a UTS (4) such that xl+1(t) =

yl+1(t), which allows us to conclude the truth of the inductive step.

We will now give a more detailed analysis of these important steps. For simplicity, we

will assume that s = rat rank(ν) = 1. This is the essential case.
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Suppose that R has regular parameters (x1, . . . , xn), and 2 ≤ i ≤ n. Zariski con-

structed (in [Z1], and in a generalized form in [Z2]) a MTS R → R(1) where R(1) has

regular parameters (x1(1), x2(1), . . . , xn(1)) by the following method. Since ν has rational

rank 1, we can identify the value group of ν with a subgroup of R.

ν

(
xi

x1

)
=

ai1(1)
a11(1)

where ai1(1), a11(1) are relatively prime positive integers. We can then choose positive

integers ai1(1), aii(1) such that a11(1)aii(1)− a1i(1)ai1(1) = 1. Then

ν(xaii(1)
1 x

−a1i(1)
i ) > 0

ν(x−ai1(1)
1 x

a11(1)
i ) = 0

There exits then a uniquely determined, nonzero c1 ∈ k such that

ν(x−ai1(1)
1 x

a11(1)
i − c1) > 0.

We can define xj(1) for 1 ≤ j ≤ n by

x1 = x1(1)a11(1)(xi(1) + c1)a1i(1)(8)

xi = x1(1)ai1(1)(xi(1) + c1)aii(1)

xj = xj(1) if j 6= 1 or i.

Set R(1) = R[x1(1), xi(1)](x1(1),...,xn(1)).

Using such transformations, Zariski proves

Theorem I1. (Zariski [Z1], [Z2]) Given f ∈ R, there exists a MTS along ν

R → R(1) → · · · → R(t)

such that f = x1(t)dγ where gamma is a unit in R(t).

In our analysis, we will consider the transformation (8) in formal coordinates. R̂(1)

has regular parameters (x1(1), x2(1), . . . , xn(1)) defined by

x1(1) = x1(1)(xi(1) + c1)
a1i(1)
a11(1)

xi(1) = (xi(1) + c1)
1

a11(1) − c
1

a11(1)

1

xj(1) = xj(1) if j 6= 1 or i.
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In these coordinates, (8) becomes

x1 = x1(1)a11(1)

xi = x1(1)ai1(1)(xi(1) + c
1

a11(1)

1 )

xj = xj(1) if j 6= 1 or i.

We have inclusions

T ′(1) = R(1) → T ′′(1) → T (1) = R̂(1)

where

T ′′(1) = R(1)[(xi(1) + c1)
1

a11(1) ](x1(1),...,xn(1))

is a localization of a finite etale extension of R(1). We can extend ν to a valuation of

the quotient field of R̂(1) which dominates R̂(1). For simplicity, we will assume that this

extension still has rank 1.

We will construct sequences of UTSs

T ′(1) → T ′′(1) → T (1) = T̂ ′(1)
↓

T ′(2) → T ′′(2) → T (2) = T̂ ′(2)
↓

T ′(3) · · ·
...

where each downward arrow is of the form (8).

To prove the inductive step, we must construct UTSs (4) starting with R → S. By

induction, we may assume that R has regular parameters (x1, . . . , xn) and S has regular

parameters (y1, . . . , yn) such that

x1 = yt0
1 δ1

x2 = y2

...

xl = yl

where δ1 is a unit in S. (Recall that we are assuming that s = 1.) By Hensel’s lemma, δ
1

t0
1

is a unit in Ŝ. We then can start our sequence of UTSs by setting U ′′(0) = S[δ
1
t0
1 ](y1,...,yn)
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and T ′′(0) = R, with regular parameters (x1, . . . , xn) and (y1, . . . , yn), such that

x1 = yt0
1

x2 = y2

...

xl = yl

We will construct 2 types of UTSs

U ′′(0) → U ′′(1)
↑ ↑

T ′′(0) → T ′′(1)

A transformation of Type I is defined when 2 ≤ i ≤ l. The equations defining the horizontal

maps are then

x1 = x1(1)a11(1)

xi = x1(1)ai1(1)(xi(1) + c1)

xj = xj(1) if j 6= 1 or i,

y1 = y1(1)b11(1)

yi = y1(1)bi1(1)(yi(1) + d1)

yj = yj(1) if j 6= 1 or i.

ai1(1)
a11(1)

=
ν(xi)
ν(x1)

=
ν(yi)

t0ν(y1)
=

bi1(1)
t0b11(1)

(a11(1), ai1(1)) = 1 implies a11(1) | t0b11(1).

We thus have

x1(1) = y1(1)
t0b11(1)
a11(1) = y1(1)t1

x2(1) = y2(1)
...

xl(1) = yl(1).

A transformation of Type II is defined when l < i. The equations defining the horizontal

maps are then

xj = xj(1) for 1 ≤ j ≤ n
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y1 = y1(1)b11(1)

yi = y1(1)bi1(1)(yi(1) + d1)

yj = yj(1) if j 6= 1 or i.

In this case T ′′(0) = T ′′(1).

In this way, we can construct sequences of UTSs

(A)
S → U(0) → U(1) → · · · → U(t)
↑ ↑ ↑ ↑
R → T (0) → T (1) → · · · → T (t)

such that T (k) has regular parameters (x1(k), . . . , xn(k)) and U(k) has regular parameters

(y1(k), . . . , yn(k)) related by

x1(k) = y1(k)tk(B)

x2(k) = y2(k)
...

xl(k) = yl(k)

for 0 ≤ k ≤ t. The transformations T (k) → T (k +1) and U(k) → U(k +1) are of type I or

II, and we also allow changes of variables, replacing xi(k) with xi(k)−P (x1(k), . . . , xi−1(k))

and replacing yi(k) with yi(k) − P (x1(k), . . . , xi−1(k)) if 2 ≤ i ≤ l, for some power series

P , and we may replace yi(k) with yi(k)− P (y1(k), . . . , yi−1(k)) if l < i.

To prove the induction step, we must prove Theorems I2 and I3 below.

Theorem I2. (Theorem 3.8 with s = rat rank ν = 1))

(1) Given f ∈ U(0), there exists a sequence (A) such that

f = γy1(t)
d

with γ a unit in U(t). (If f ∈ k[[y1, . . . , yτ ]], the transformations of type I and II in

the sequence involve only the first τ variables.)

(2) Suppose that f ∈ k[[y1, . . . , ym]] − k[[y1, . . . , yl]]. Then there exists a sequence (A)

such that

f = P (y1(t), . . . , yl(t)) + y1(t)
d1ym(t).

Theorem I3. (Theorem 3.12) there exists a sequence (A) such that xl+1(t) = yl+1(t).
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Outline of proof of (1) of Theorem I2. The proof is by induction on τ . Suppose that

(1) is true for τ − 1. We will assume that τ ≤ l, which is the essential case. Recall that

x1 = yt0
1

x2 = y2

...

xl = yl.

Let ω be a primitive tth0 root of unity. Set

g(x1, . . . , xτ ) =
t0−1∏

i=0

f(ωiy1, y2, . . . , yτ ).

f | g in U(0). We will perform a UTS (A) to get g = x1(t)dΛ where Λ is a unit in T (t).

Then f = y1(t)d′1Λ′ where Λ′ is a unit in U(t).

To transform g into the form g = x1(t)dΛ, where Λ is a unit, we will make use of

an algorithm of Zariski ([Z1], [Z2]) to reduce the multiplicity of g. Initially set g = xb
1g0

where x1 does not divide g0. Set

r = mult(g0(0, . . . , 0, xτ )).

0 ≤ r ≤ ∞. If r = 0, g0 is a unit, and we are done. Suppose that 0 < r. We can write

g0 =
∞∑

i=0

ai(x1, . . . , xτ−1)xi
τ

=
d∑

i=1

aαix
αi
τ +

∑

j

aβj x
βj
τ + xN

τ Ω

where the terms aαix
αi
τ have minimum value ρ, Nν(xτ ) > ρ, and the aβj x

βj
τ terms are the

finitely many remaining terms. We must have αi ≤ r for all αi, and αi = r implies αi is a

unit.

By induction, we can perform UTSs in the first τ − 1 variables to reduce to the case

aαi = xγi

1 uαi(x1, . . . , xτ−1)

aβj = x
δj

1 uβj (x1, . . . , xτ−1)
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where uαi
and uβj

are units in T (0). Now we make a UTS

x1 = x1(1)a11

xτ = x1(1)aτ1(xτ (1) + c1).

g0 =
d∑

i=1

xγia11+αiaτ1
1 uαi

(xτ (1) + c1)αi + · · ·

= x1(1)ε(
d∑

i=1

uαi
(xτ (1) + c1)αi + x1Ω).

Set

g1 =
d∑

i=1

uαi(xτ (1) + c1)αi + x1Ω,

r1 = mult(g1(0, . . . , 0, xτ (1)).

r1 < ∞ and r1 ≤ r since all αi ≤ r. Set

ζ(t) = g1(0, . . . , 0, t− c1) =
d∑

i=1

uαi(0, . . . , 0)tαi .

If we do not have a reduction in r, so that r1 = r,

ζ(xτ (1) + c1) = exτ (1)r

for some nonzero e ∈ k. Thus ζ(t) = e(t− c1)r has a nonzero tr−1 term. We conclude that

αd = r, aαd
is a unit, αd−1 = r − 1 and

ρ = ν(aαd
xr

τ ) = ν(aαd−1x
r−1
τ ).

Thus

ν(xτ ) = ν(aαd−1(x1, . . . , xτ−1)).

Since xr
τ is a minimum value term of f ,

ν(xτ ) ≤ ν(xr
τ ) ≤ ν(f).

Now make a change of variables in T (0), replacing xτ with x′τ = xτ − λaαd−1 where λ ∈ k

is chosen to make ν(xτ ) < ν(x′τ ). Repeat the above procedure with these new variables.

We eventually get a reduction in r. In fact if we didn’t, we would have an infinite bounded

sequence in T (0)

ν(xτ ) < ν(x′τ ) < · · · < ν(f)

which is impossible (by Lemma 1.3).
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Outline of proof of (2) of Theorem I2.

f =
∞∑

i=0

σi(y1, . . . , ym−1)y
i
m.

Set

Q =
∑

i>0

σi(y1, . . . , ym−1)y
i
m.

After possibly permuting the variables yl+1, . . . , ym, we can assume that Q 6= 0. Q =

yn1
1 Q0. where y1 does not divide Q0. Set r = mult (Q0(0, . . . , 0, ym)). 1 ≤ r ≤ ∞.

Suppose that r > 1. Write

Q0 =
d∑

i=1

σαi(y1, . . . , ym−1)y
αi
m + · · ·

where the σαiy
αi
m are the minimum value terms. By construction, all αi > 0. By (1) of

Theorem I1, we can perform UTSs in the first m-1 variables to get σi = uαiy
γi

1 where uαi

are units. Then we can perform a UTSs in y1 and ym to get

Q0 = y1(1)ε(
d∑

i=1

σαi(ym(1) + c1)αi + y1(1)Ω).

Set

Q1 =
d∑

i=1

σαi(ym(1) + c1)αi + y1(1)Ω−
d∑

i=1

uαic
αi
1 .

Set r1 = mult (Q1(0, . . . , 0, ym(1)). 0 < r1 < ∞ and r1 ≤ r. Suppose that we do

not have a reduction in r, so that r1 = r. Then as in the proof of (1) of Theorem I2,

ν(ym) = ν(σαd−1(y1, . . . , ym−1)). Now make a change of variables in U(0), replacing ym

with

y′m = ym − λσαd−1(y1, . . . , ym−1),

where λ ∈ k is chosen to make ν(ym) < ν(y′m). We have

ν(ym) ≤ ν(yr−1
m ) ≤ ν

(
∂Q0

∂ym

)
≤ ν

(
∂f

∂ym

)
.

Repeat the above algorithm with ym replaced with y′m in U(0). Since ∂f
∂ym

= ∂f
∂y′m

, we get

a reduction in r after finitely many iterations, by an argument similar to that at the end

of the proof of (1) of Theorem I2.
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We can then repeat this procedure to eventually get an expression

f = L(y1, . . . , ym−1) + yn0
1 Q

where mult Q(0, . . . , 0, ym) = 1.

By induction, we can perform UTSs in the first m− 1 variables only to get

L = L′(y1, . . . , yl) + yn1
1 Q1

where mult (Q1(0, . . . , 0, ym−1) = 1. Then f is in the desired form.

Outline of proof of Theorem I3.

By (2) of Theorem I2 we may assume that

x1 = yt0
1

x2 = y2

...

xl = yl

xl+1 = P (y1, . . . , yl) + yd1
1 yl+1.

Let ω be a primitive tth0 root of unity. Set

g(x1, . . . , xl+1) =
t0−1∏

i=0

(xl+1 − P (ωiy1, y2, . . . , yl)).

yl+1 divides g in U(0). Set r = mult (g(0, . . . , 0, xl+1)). 1 ≤ r < ∞.

Suppose that r = 1. Then in T (0),

g = unit(xl+1 + Φ(x1, . . . , xl))

= unit(P + yd1
1 yl+1 + Φ).

since yl+1 divides g, we must have P = −Φ. We can then replace xl+1 with

xl+1 + Φ = yd1
1 yl+1,

which can be factored to achieve the conclusions of Theorem I3.

Now suppose that r > 1. By (1) of Theorem I2, there exists a UTS in the first l

variables so that P = yh1
1 P (y1, . . . , yl), where P is a unit, and

g =
d∑

i=1

aαix
γ(i)
1 xαi

l+1 + · · ·

where the aαix
αi

l+1 are the minimum value terms and the aαi(x1, . . . , xl) are units.
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Case 1. Assume that ν(P ) > ν(yd1
1 ). Then xl+1 = yd1

1 G where G = yh1−d1
1 P + yl+1.

Since mult (G(0, . . . , 0, yl+1) = 1, we can factor this to get in the form of the conclusions

of Theorem I3.

Case 2. Suppose that ν(P ) ≤ ν(yd1
1 ). Then xl+1 = yh1

1 P 1 where P 1 = P + yd1−h1
1 yl+1 is

a unit. Perform a UTS T (0) → T (1) defined by

x1 = x1(1)a11(1)

xl+1 = x1(1)al+1,1(1)(xl+1(1) + c1).

We will show that this map factors through U(0).

ν(xl+1)
ν(x1)

=
al+1,1(1)
a11(1)

=
h1ν(y1)
t0ν(y1)

=
h1

t0
.

Thus h1 = t1al+1,1(1) and t0 = t1a11(1) for some positive integer t1.

x1(1) = yt1
1

xl+1(1) + c1 =
yh1
1

x1(1)al+1,1(1)
P 1 = P 1

so that

xl+1 = P1(y1, . . . , yl) + yd
1yl+1.

Set g = x1(1)eg1. r1 = mult (g1(0, . . . , 0, xl+1(1)) ≤ r. If r1 = r, we can replace xl+1 with

xl+1 − σ(x1, . . . , xl) and repeat to eventually get r1 < r.

We have yl+1(1) = yl+1 and yl+1 | g, so that yl+1(1) | g. x1(1) = y1(1)t1 implies

r1 > 0. Now we can repeat the above argument to eventually either reach r = 1 or case 1.

Preliminaries

Valuations.

Lemma 1.1. Suppose that R is a regular local ring, with quotient field K. Then R = K∩R̂

in the quotient field of R̂.

Proof: Suppose that f ∈ K ∩ R̂. Then there exist g, h ∈ R such that f = g
h , with

(g, h) = 1 in R. If f 6∈ R, there exists an irreducible s ∈ R such that s | h but s does not

divide g. Let s′ ∈ R̂ be an irreducible such that (s′)∩R = (s). hf = g in R̂. s′ | h implies

s′ | g in R̂. hence s | g in R, a contradiction.

22



Lemma 1.2. Let R be a regular local ring with quotient field K, maximal ideal m. Let

v be a rank 1 valuation of K dominating R, with value group Γ, valuation ring Oν . Let

K be the completion of K with respect to a metric | · | associated to v. There exists a

valuation v of K extending v, with valuation ring Ov such that Ov/mv = Ov/mv and the

value group of v is Γ (c.f. Theorems 1 and 2, Chapter 2 [Sch]).

Then there exists a prime p ∈ R̂ and an inclusion R̂/p → K which extends R → K.

Proof: Let {an} be a cauchy sequence in the m-adic topology of R. Let v(m) = ρ > 0.

Then v(mN ) = Nρ implies {an} is a fundamental sequence with respect to | · |. Hence

there is a natural map φ : R̂ → K making

R̂ φ
→ K

↑ ↗
R

commute. Let P = kernel φ.

Lemma 1.3 extracts an argument from page 345 of [Z1].

Lemma 1.3. Let R be a regular local ring containing a field of characteristic zero and ν

a rank 1 valuation of the quotient field of R which has nonnegative value on R. Suppose

that z1, . . . , zn, . . . is an infinite sequence of elements of R such that

ν(z1) < ν(z2) < · · · < ν(zn) < · · ·

is strictly increasing. Then ν(zn) has infinity for a limit.

Proof: Let m be the maximal ideal of R, K the quotient field of R. Let {ti} be a

transcendence basis of R/m over k. Lift ti to ti ∈ R. Let L be the field obtained by

adjoining the ti to k. Then L ⊂ R. Let L′ be the algebraic closure of L in K. Then

L′ ⊂ R since R is normal. Let L be an algebraic closure of L′. K = K ⊗L′ L is a field (c.f.

Corollary 2, Section 15, Chapter III [ZS]). Let ν be an extension of ν to K. ν has rank 1

since K is algebraic over K. Let R be the localization of R⊗L′ L at the center of ν. Then

R is a regular local ring dominating R. We can extend ν to a valuation ν dominating

R̂ ∼= L[[x1, . . . , xn]], a powerseries ring.

Let ρ be a positive real number. Let σ = min(ν(xi)). Let nρ be the smallest integer

such that nρσ > ρ. Let g(x1, · · · , xn) ∈ L[[x1, . . . , xn]] be such that ν(g) ≤ ρ. Write

g = g′ + g′′ where g′ is a polynomial of degree < nρ, and g′′ is a powerseries with terms

of degree ≥ nρ. Every form in x1, . . . , xn of degree m has value ≥ mσ. Hence ν(g′′) ≥
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nρσ > ρ. Since ν(g) ≤ ρ, ν(g′) = ν(g). Thus if a powerseries has a value ≤ ρ, its value is

the value of a polynomial of degree < nρ. Hence, among the values assumed by elements

of R̂, there is only a finite number of values which are less than or equal to a given fixed

real number ρ.

Birational Transforms.

Suppose that R is a regular local ring, with maximal ideal m, and that x1, . . . , xn ∈ R

are such that x1, . . . , xn can be extended to a system of regular parameters (x1, . . . , xd) in

R. Let I be the ideal I = (x1, . . . , xn).

The blow up

π : Proj(
⊕

n≥0

In) → spec(R)

is called a monoidal transform of spec(R). Proj(
⊕

n≥0 In) is a regular scheme. let

p ∈ π−1(m) ⊂ Proj(
⊕

n≥0

In).

p ∈ spec(R[x1
xi

, · · · , xn

xi
]) for some i. Then

R → (R[
x1

xi
, · · · , xn

xi
])p

is called a monoidal transform of R. If n = d, so that I = m,

R → (R[
x1

xi
, · · · , xd

xi
])p

is called a quadratic transform.

In this section we state results of Abhyankar and Hironaka in a form which we will

use. The conclusions of Theorems 1.4 through 1.7 and Theorem 1.9 have been proved by

Hironaka [H] in equicharacteristic zero, and have been proved by Abhyankar [Ab1], [Ab4]

in positive characteristic, for varieties of dimension ≤ 3.

Definition 1.4. Let R be a regular local ring. f ∈ R is said to have simple normal

crossings (SNCs), and be a SNC divisor, if there exist regular parameters (x1, . . . , xn) in

R such that f = unit xa1
1 · · ·xan

n for some non-negative integers a1, . . . , an.

Theorem 1.5. Let R be an excellent regular local ring, containing a field of characteristic

zero. Let X be a nonsingular R-scheme, f : X → spec(R) a projective morphism, h ∈ R.

Then there exists a sequence of monoidal transforms g : Y → X, such that h has SNCs at

every point of Y .

Proof: Immediate from Main Theorem II(N) [H].
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Theorem 1.6. Suppose that R, S are excellent regular local rings containing a field k of

characteristic zero such that S dominates R. Let ν be a valuation of the quotient field K

of S that dominates S, R → R1 a monoidal transform such that ν dominates R1. R1 is a

local ring on X = Proj(
⊕

n≥0 pn) for some prime p ⊂ R. Let

U = {Q ∈ spec(S) : pSQ is invertible }

an open subset of spec(S). Then there exists a projective morphism f : Y → spec(S)

which is a product of monoidal transforms such that if S1 is the local ring of Y dominated

by ν, then S1 dominates R1, and (f)−1(U) → U is an isomorphism.

Proof: Since S is a UFD, we can write pS = gI, where g ∈ S, I ⊂ S has height

≥ 2. Then U = spec(S) − V (I). By Main Theorem II(N) [H], there exists a sequence of

monoidal transforms π : Y → spec(S) such that IOY is invertible, and π−1(U) → U is an

isomorphism. Let S1 be the local ring of the center of ν on Y . We have pS1 = hS1 for

some h ∈ p. Hence R[ p
h ] ⊂ S1, and since ν dominates S1, R1 is the localization of R[ p

h ]

which is dominated by S1.

Theorem 1.7. Suppose that R is an excellent local domain containing a field of charac-

teristic zero, with quotient field K. Let ν be a valuation of K dominating R. Suppose

that f ∈ K is such that ν(f) ≥ 0. Then there exists a MTS along ν

R → R1 → · · · → Rn

such that f ∈ Rn.

Proof: Write f = a
b with a, b ∈ R. By Main Theorem II(N) [H] applied to the ideal

I = (a, b) in R, there exists a MTS along ν, R → Rn such that IRn = αRn is a principal

ideal. There exist constants c, d, u1, u2 in Rn such that a = cα, b = dα, α = u1a + u2b.

Then u1c + u2d = 1, so that cRn + dRn = Rn, and one of c or d is a unit in Rn. If c is a

unit, then 0 ≤ ν(f) = ν( c
d ) = ν(c) − ν(d) implies ν(d) = 0, and since ν dominates Rn, d

is a unit and f ∈ Rn.

Theorem 1.8. (Abhyankar) Let R, S be two dimensional regular local rings such that R

and S have the same quotient field, and S dominates R. Then there exists a unique finite

sequence

R0 → R1 → · · · → Rm

of quadratic transforms such that Rm = S.

Proof: This is Theorem 3 of [Ab2].
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Suppose that Y is an algebraic scheme, X, D are subschemes of Y . Suppose that

g : Y ′ → Y , f : X ′ → X are the monoidal transforms of Y and X with center D and

D ∩X respectively. Then there exists a unique isomorphism of X ′ to a subscheme X ′′ of

Y ′ such that g induces f (c.f. chapter 0, section 2 [H]). X ′′ is called the strict transform

of X be the monoidal transform g.

Theorem 1.9. Let R be an excellent regular local ring, containing a field of characteristic

zero. Let W ⊂ spec(R) be an integral subscheme, V ⊂ spec(R) be the singular locus of

W . Then there exists a sequence of monoidal transforms f : X → spec(R) such that the

strict transform of W is nonsingular in X, and f is an isomorphism over spec(R)− V .

Proof: This is immediate from Theorem IN,n
2 [H].

Theorem 1.10. Suppose that R ⊂ S are r dimensional local rings with a common quotient

field K, and respective maximal ideals m and n such that S dominates R, S/mS is a finite

R/m module, and R is normal and analytically irreducible. Then R = S.

Proof: This is the version of Zariski’s Main Theorem proved in Theorem 37.4 [N].

Theorem 1.11. (Theorem 1 [HHS]) Suppose that R is an excellent regular local ring with

quotient field J , K is a finite extension field of J and S is a regular local ring with quotient

field K such that R ⊂ S and dim(R) = dim(S). Then S is essentially of finite type over

R.

Proof: Let (y1, . . . , yn) be a system of regular parameters in S and suppose that K is

generated by h1, . . . , hr over J . Let hi = fi

gi
for 1 ≤ i ≤ r where fi, gi ∈ S. Let T be the

normalization of R[y1, . . . , yn, f1, . . . , fr, g1, . . . , gr], q = m(S) ∩ T , U = Tq. By Theorem

1.10 Tq = U .

Theorem 1.12. Suppose that R is an excellent regular local ring, with maximal ideal m,

S is a regular local ring with maximal ideal n, such that R ⊂ S, dim(R) = dim(S) and

the quotient field of S is a finite extension of the quotient field of R. Then there is an

inclusion

R̂ ⊂ Ŝ

where R̂ is the m-adic completion of R, Ŝ is the n-adic completion of S.

Proof: By Theorem 1.11 S is essentially of finite type over R. Since S is universally

catenary, the dimension formula (Theorem 15.6 [M]) holds.

dimR + trdegRS = dimS + restrdegRS
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Since R is analytically irreducible, R is a subspace of S by Theorem 10.13 [Ab4] (”A

version of Zariski’s Subspace Theorem”).

We will use the notation m(R) to denote the maximal ideal of a local ring R, k(R) to

denote the residue field R/m(R). R̂ or Rˆ will denote the m(R)-adic completion of R.

Let k be a field, 0 6= f(z1, . . . , zn) ∈ k[[z1, . . . , zn]]. Let m = (z1, . . . , zn). Define

mult(f) = r if f ∈ mr, f 6∈ mr+1.

2 Uniformizing Transforms

Definition 2.1. Suppose that R is a regular local ring. A monoidal transform sequence

(MTS) is a sequence of ring homomorphisms

R = R0 → R1 → R2 → · · · → Rn

such that each map Ri → Ri+1 is a finite product of monoidal transforms.

Definition 2.2. Suppose that R is an excellent regular local ring containing a field k of

characteristic zero, with quotient field K. A uniformizing transform sequence (UTS) is a

sequence of ring homomorphisms

(2.1)

R → T
′′
0 → T 0

↓ ↘
T
′
1 → T

′′
1 → T 1

↓ ↘
T
′
2 → T

′′
2 → T 2

↓ ↘
...

...
↓ ↘

T
′
n → T

′′
n → Tn

such that T 0 = R̂, the completion of R with respect to its maximal ideal, and for all i,

T i is the completion with respect to its maximal ideal of a finite product of monoidal

transforms T
′
i of T

′′
i−1. For all i, T

′′
i is a a regular local ring essentially of finite type over

T
′
i with quotient field Ki, such that T

′
i ⊂ T

′′
i ⊂ T i and K0 is a finite extension of K, Ki+1

is a finite extension of Ki for all i ≥ 0.

To simplify notation, we will often denote the UTS (2.1) by (R, T
′′
n, Tn) or by

R → T 0 → T 1 → · · · → Tn.
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We will denote the UTS consisting of the maps

T
′
n−1 → T

′′
n−1 → Tn−1

↓ ↘
T
′
n → T

′′
n → Tn

by Tn−1 → Tn.

A UTS (2.1) is called a rational uniformizing sequence (RUTS) if there exists an

associated MTS

R = R0 → R1 → · · · → Rn,

maps Ri → T
′
i such that R̂i

∼= T i for 1 ≤ i ≤ n, and all squares in the resulting diagram

(2.2)
T 0 → T 1 → · · · → Tn

↑ ↑ ↑
R0 → R1 → · · · → Rn

commute.

Suppose that v is a valuation of K which dominates R and

(2.3) R → T 0 → T 1 → · · · → Tn

is a UTS.

Suppose that v0 is an extension of v to the quotient field of T 0 such that ν0 dominates

T 0. The existence of ν0 is shown in [HS]. If v0 dominates T
′
1 we can extend v0 to a valuation

v1 of the quotient field of T 1 which dominates T 1.

Then if v1 dominates T
′
2, in the same manner we can extend v1 to a valuation v2 of

the quotient field of T 2 which dominates T 2. If we can inductively construct a sequence

v1, . . . , vn of extensions of v to the quotient fields of T i in this manner, (2.3) is called a

UTS along ν. If there is no danger of confusion, we will denote the extensions vi by v.

Suppose that (2.3) is a UTS along a rank 1 valuation ν of K. Let Γν be the value

group of ν. Suppose that i is such that 0 ≤ i ≤ n. Let Oνi be the valuation ring of νi and

Γνi be the value group of νi. Γν is a subgroup of Γνi . Set

Γ = {β ∈ Γνi | − α ≤ β ≤ α for some α ∈ Γν}.

Γ is an isolated subgroup of Γνi , since Γν is a subgroup, so there is a prime a in Oνi (which

could be 0) such that Γ is the isolated subgroup Γa of a, (by Proposition 2.29 [Ab3] or

Theorem 15, chapter VI, section 10 [ZS]). Set

pi = a ∩ T i = {f ∈ T i | ν(f) > α for all α ∈ Γν}.
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We will say that ν(f) = ∞ if f ∈ pi.

For the rest of this chapter we will assume that R ⊂ S are excellent regular local

rings such that dim(R) = dim(S), containing a field k of characteristic zero, such that

the quotient field K of S is a finite extension of the quotient field J of R. We will fix a

valuation ν of K with valuation ring V such that ν dominates S.

Note that the restriction of ν to J has the same rank and rational rank that ν does

(Lemmas 1 and 2 of section 11, chapter VI [ZS]). Observe that S is essentially of finite

type over R (Theorem 1.11) and R̂ → Ŝ is an inclusion (Theorem 1.12).

Suppose that (R, T
′′
n, Tn) and (S, U

′′
n, Un) are UTSs. We will say that (R, T

′′
n, Tn)

and (S, U
′′
n, Un) are compatible UTSs (or a CUTS) if there are commutative diagrams of

inclusions

(2.4)
U
′
i → U

′′
i → U i

↑ ↑ ↑
T
′
i → T

′′
i → T i

for 0 ≤ i ≤ n. In particular, the quotient field of U
′′
i is finite over the quotient field of T

′′
i

for all i, and U
′′
i is essentially of finite type over T

′′
i for all i.

We will say that UTSs along ν (R, T
′′
n, Tn) and (S, U

′′
n, Un) are CUTS along ν if the

extensions of ν are compatible in (2.4).

If (R, T
′′
n, Tn) and (S, U

′′
n, Un) are RUTSs and CUTSs, then we will say that (R, T

′′
n, Tn)

and (S,U
′′
n, Un) are compatible RUTSs (or a CRUTS).

Lemma 2.3. Suppose that the CRUTS (R, T
′′
n, Tn) and (S, U

′′
n, Un) have respective asso-

ciated MTSs

R = R0 → R1 → · · · → Rn

and

S = S0 → S1 → · · · → Sn.

Then there is a commutative diagram

(2.5)
R → R1 → · · · → Rn

↓ ↓ ↓
S → S1 → · · · → Sn

.

Proof: This follows from (2.4), (2.2) and Lemma 1.1, since then

Ri ⊂ R̂i ∩ J = T i ∩ J ⊂ U i ∩K = Ŝi ∩K = Si

for all i.
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3. Rank 1

Perron Transforms.

Throughout this chapter we will assume that R ⊂ S are excellent regular local rings

such that dim(R) = dim(S), containing a field k of characteristic zero, such that the

quotient field K of S is a finite extension of the quotient field J of R. We will fix a

valuation ν of K with valuation ring V such that ν dominates S. Suppose that if mV

is the maximal ideal of V , and p∗ = mV ∩ S, then (S/p∗)p∗ is a finitely generated field

extension of k. We will further assume that

1) ν has rank 1 and arbitrary rational rank s (≤ dim(S)).

2) dimR(ν) = 0 and Oν/mν is algebraic over k.

Let n = dim(R) = dim(S). We will define 2 types of UTSs. Suppose that (R, T
′′
, T )

is a UTS along ν and T
′′

has regular parameters (x̃′1, . . . , x̃
′
n) such that

ν(x̃′1) = τ1, . . . , ν(x̃′s) = τs

are rationally independent. Let ν0 be an extension of ν to the quotient field of T
′′

which

dominates T
′′
.

We first define a UTS T → T (1) of type I along ν. The MTS T
′′ → T

′
(1) is defined

as follows. T
′
(1) = Th where h is a positive integer and Th is constructed as follows.

Set τi(0) = τi for 1 ≤ i ≤ s. For each positive integer h define s positive, rationally

independent real numbers τ1(h), . . . , τs(h) by the ”Algorithm of Perron” (B.I of [Z2])

τ1(h− 1) = τs(h)

τ2(h− 1) = τ1(h) + a2(h− 1)τs(h)
...

τs(h− 1) = τs−1(h− 1) + as(h− 1)τs(h)

where

aj(h− 1) =
[
τj(h− 1)
τ1(h− 1)

]
, 2 ≤ j ≤ s

the ”greatest integer” in τj(h)
τ1(h) . There are then nonnegative integers Ai(h) such that

τi = Ai(h)τ1(h) + Ai(h + 1)τ2(h) + · · ·+ Ai(h + s− 1)τs(h)

for 1 ≤ i ≤ s.

det




A1(h) . . . A1(h + s− 1)
...

...
As(h) . . . As(h + s− 1)


 = (−1)h(s−1)
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(See formula (4’), page 385 [Z2].) These numbers have the important property that

(3.1) Limh→∞
Ai(h)
A1(h)

=
τi

τ1

(See formula (5), page 385 [Z2].) Set x̃i(0) = x̃′i for 1 ≤ i ≤ n. Define Th by the sequence

of MTSs along ν

T
′′

= T̃ (0) → T̃ (1) → · · · → T̃ (h) = Th = T
′
(1)

Where T̃ (i + 1) = T̃ (i)[x̃1(i + 1), . . . , x̃s(i + 1)](x̃1(i+1),...,x̃n(i+1)) for 0 ≤ i ≤ h− 1.

x̃1(i) = x̃s(i + 1)

x̃2(i) = x̃1(i + 1)x̃s(i + 1)a2(i)

...

x̃s(i) = x̃s−1(i + 1)x̃s(i + 1)as(i)

ν(x̃j(i)) = τj(i) for 1 ≤ j ≤ s. If we set xi(1) = x̃i(h), we then have regular parameters

(x1(1), . . . , xn(1)) in T
′
(1) satisfying

x̃′1 = x1(1)A1(h) · · ·xs(1)A1(h+s−1)(3.2)
...

x̃′s = x1(1)As(h) · · ·xs(1)As(h+s−1)

x̃′s+1 = xs+1(1)
...

x̃′n = xn(1)

Then T
′
(1) = T

′′
[x1(1), . . . , xs(1)](x1(1),...,xn(1)). Let T (1) be the completion of T

′
(1) at its

maximal ideal. Set T
′′
(1) = T

′
(1). Then for any extension ν1 of ν0 to the quotient field

of T (1) which dominates T (1), T → T (1) is a UTS and (R, T
′′
(1), T (1)) is a UTS along ν.

Note that ν(x1(1)), . . . , ν(xs(1)) are rationally independent.

Now we define a UTS T → T (1) of type IIr along ν (with the restriction that s + 1 ≤
r ≤ n). The MTS T

′′ → T
′
(1) is constructed as follows. Set ν(x̃′r) = τr. τr must be

rationally dependent on τ1, . . . , τs since ν has rational rank s. There are thus integers

λ, λ1, . . . , λs such that λ > 0, (λ, λ1, . . . , λs) = 1 and

λτr = λ1τ1 + · · ·+ λsτs.
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First perform a MTS T
′′ → T̃ (1) which is UTS along ν where T̃ (1) has regular parameters

(x̃1(1), . . . , x̃n(1)) defined by x̃′i = x̃1(1)A1(h) · · · x̃s(1)As(h+s−1) for 1 ≤ i ≤ s. Then

ν(x̃i(1)) = τi(h) for 1 ≤ i ≤ s, ν(x̃r(1)) = τr. Set

λi(h) = λ1A1(h + i− 1) + λ2A2(h + i− 1) + · · ·+ λsAs(h + i− 1)

for 1 ≤ i ≤ s. Then

λτr = λ1(h)τ1(h) + · · ·+ λs(h)τs(h).

Take h sufficiently large that all λi(h) > 0. This is possible by (3.1), since λ1τ1+· · ·+λsτs >

0. We still have (λ, λ1(h), . . . , λs(h)) = 1 since det(Ai(h+ j− 1)) = ±1. After redindexing

the x̃i(1), we may suppose that λ1(h) is not divisable by λ. Let λ1(h) = λµ + λ′, with

0 < λ′ < λ. Now perform a MTS T̃ (1) → T̃ (2) along ν where T̃ (2) has regular parameters

(x̃1(2), . . . , x̃n(2)) defined by

x̃1(1) = x̃r(2)

x̃2(1) = x̃2(2)
...

x̃s(1) = x̃s(2)

x̃r(1) = x̃1(2)x̃r(2)µ.

Set τ ′i = ν(x̃i(2)) for all i. τ ′1, . . . , τ
′
s, τ

′
r are positive and

λ′τ ′r = λ′1τ
′
1 + · · ·+ λ′sτ

′
s

where λ′1 = λ, λ′i = −λi(h) for 2 ≤ i ≤ s. We have thus acheived a reduction in λ. By

repeating this procedure, we get a MTS T
′′ → T̃ (α) along ν where T̃ (α) has regular param-

eters (x̃1(α), . . . , x̃n(α)) such that if τ i = ν(x̃i(α)), τ1, . . . , τs are rationally independent

and

τ r = λ1τ1 + · · ·+ λsτs

for some integers λi. Now perform a MTS T̃ (α) → T̃ (α + 1) which is a UTS of type I

along ν where T (α + 1) has regular parameters (x̃1(α + 1), . . . , x̃n(α + 1)) such that if

τ∗i = ν(x̃i(α + 1)),

τ∗r = λ̃1τ
∗
1 + · · ·+ λ̃sτ

∗
s
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for some positive integers λ̃i. Finally perform a MTS T̃ (α+1) → T̃ (α+2) where T̃ (α+2) =

T̃ (α + 1)[Nr]q.

Nr =
x̃r(α + 1)

x̃1(α + 1)λ̃1 · · · x̃s(α + 1)λ̃s

and q is the center of ν on T̃ (α + 1)[Nr]. Set T
′
(1) = T̃ (α + 2). Since ν(Nr) = 0, Nr has

residue c 6= 0 in k(T
′
(1)). Set Ni = x̃i(α) for 1 ≤ i ≤ s. Then there exists a matrix (aij)

such that

x̃′1 = Na11
1 · · ·Na1,s+1

r

· · ·
x̃′s = Nas1

1 · · ·Nas,s+1
r

x̃′r = N
as+1,1
1 · · ·Nas+1,s+1

r

and det(aij) = ±1. T
′
(1) is a localization of T

′′
[N1, . . . , Ns, Nr].

Let T (1) be the completion of T
′
(1) at its maximal ideal. ν0 extends to a valuation

of the quotient field of T (1) which dominates T (1). Let ν1 be such an extension. T (1) has

a regular system of parameters (x∗1(1), . . . , x∗n(1)) defined by

x̃′1 = x∗1(1)a11 · · ·x∗s(1)a1s(x∗r(1) + c)a1,s+1(3.3)
...

x̃′s = x∗1(1)as1 · · ·x∗s(1)ass(x∗r(1) + c)as,s+1

x̃′r = x∗1(1)as+1,1 · · ·x∗s(1)as+1,s(x∗r(1) + c)as+1,s+1 .

Det(aij) = ±1 and ν1(x∗1(1), . . . , ν1(x∗s(1)) are rationally independent. Set

c = Det




a11 · · · a1s
...

...
as1 · · · ass


 Det




a11 · · · a1,s+1

...
...

as+1,1 · · · as+1,s+1


 6= 0

since ν(x̃′1), . . . , ν(x̃′s) are rationally independent. Define rational numbers γ1, . . . , γs by




γ1
...

γs


 =




a11 · · · a1s
...

...
as1 · · · ass



−1 


−a1,s+1

...
−as,s+1


 .
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γi = mi

c for some mi ∈ N. By Cramer’s rule,



a1,1 · · · a1,s+1

...
...

as,1 · · · as,s+1

as+1,1 · · · as+1,s+1







γ1
...

γs

1


 =




0
...
0
1
c


 .

γ1as+1,1 + · · ·+ γsas1,s + as+1,s+1 = 1/c.

Let (bij) = (aij)−1. Then

N1 = x∗1(1) = (x̃′1)
b1,1 · · · (x̃′s)b1,s(x̃′r)

b1,s+1

...

Ns = x∗s(1) = (x̃′1)
bs,1 · · · (x̃′s)bs,s(x̃′r)

bs,s+1

Nr = x∗r(1) + c = (x̃′1)
bs+1,1 · · · (x̃′s)bs+1,s(x̃′r)

bs+1,s+1

(x∗1(1), . . . , x∗r−1(1), N ′
r, x

∗
r+1(1), . . . , x∗n(1))

are regular parameters in T
′
(1) where N ′

r =
∏

(Nr − σ(c)) and the product is over all

conjugates σ(c) of c over k in an algebraic closure k of k.

k(T
′
(1)) ∼= k(T

′′
)(c).

We have
(

x∗r(1)
c + 1

) 1
c ∈ T (1) where

(
x∗r(1)

c + 1
) 1

c is uniquely determined by the condition

that it has residue 1 in k(T (1)). Set

T
′′
(1) = T

′
(1)

[
c,

(
x∗r(1)

c
+ 1

) 1
c

]

(x∗1(1),...,x∗n(1))

.

T
′′
(1) has regular parameters (x1(1), . . . , xn(1)) defined by

(3.4) xi(1) =





x∗i (1)
(

x∗r(1)
c + 1

)−γi

1 ≤ i ≤ s

(
x∗r(1)

c + 1
) 1

c − 1 i = r

x∗i (1) s < i, i 6= r

We have

x̃′1 = x1(1)a1,1 · · ·xs(1)a1,sca1,s+1

...

x̃′s = x1(1)as,1 · · ·xs(1)as,scas,s+1

x̃′r = x1(1)as+1,1 · · ·xs(1)as+1,s(xr(1) + 1)cas+1,s+1
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Note that

(3.5) x∗i (1) =





(xr(1) + 1)cγixi(1) 1 ≤ i ≤ s

c[(xr(1) + 1)c − 1] i = r

xi(1) s < i, i 6= r

Thus T → T (1) is a UTS and by our extension of ν to the quotient field of T (1),

(R, T
′′
(1), T (1)) is a UTS along ν. We will call T → T (1) a UTS of type IIr.

Remark 3.1. In our constructions of UTSs of types I and IIr, T
′′ → T

′
(1) is a product

of monoidal transforms

T
′′

= T0 → T1 → · · · → Tt−1 → Tt = T
′
(1)

where each Ti → Ti+1 is a monoidal transform centered at a height 2 prime ai and

aiT
′′
(1) = (x1(1)di

1 · · ·xs(1)di
s) for some nonnegative integers di

j for all i.

Lemma 3.2. Suppose that (R, T
′′
, T ) is a UTS along ν, (x1, . . . , xn) are regular parameters

in T
′′
, and ν(x1), . . . , ν(xs) are rationally independent.

1) Suppose that M1 = x
d1
1

1 · · ·xd1
s

s ,M2 = x
d2
1

1 · · ·xd2
s

s ∈ T
′′

and ν(M1) < ν(M2). Then

there exists a UTS of type I along ν, T → T (1), such that M1 | M2 in T
′
(1).

2) Suppose that M = xd1
1 · · ·xds

s is such that the di are integers and 0 < ν(M). Then

there exists a UTS of type I along ν T → T (1) such that M ∈ T
′
(1).

Proof: The proof of 1) is from Theorem 2 [Z2]. Consider the UTS with equations (3.2).

In T
′
(1),

Mi = x1(1)di
1A1(h)+···+di

sAs(h) · · ·xs(1)di
1A1(h+s−1)+···+di

sAs(h+s−1)

for i = 1, 2. For h >> 0

d2
1A1(h + j − 1) + · · ·+ d2

sAs(h + j − 1) > d1
1A1(h + j − 1) + · · ·+ d1

sAs(h + j − 1)

for 1 ≤ j ≤ s by (3.1).

To prove 2) just write M = M2
M1

where Mi are monomials in x1, . . . , xs. Since ν(M2) >

ν(M1), 2) follows from 1).

Lemma 3.3. Suppose that (R, T
′′
, T ) and (S, U

′′
, U) is a CUTS along ν, T

′′
has regular

parameters (x1, . . . , xn) and U
′′

has regular parameters (y1, . . . , yn), related by

x1 = yc11
1 · · · yc1s

s α1

...

xs = ycs1
1 · · · ycss

s αs
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such that α1, . . . , αs ∈ k(U), ν(x1), . . . , ν(xs) are rationally independent and det(cij) 6= 0.

Suppose that T → T (1) is a UTS of type I along ν, such that T
′
(1) = T

′′
(1) has regular

parameters (x1(1), . . . , xn(1)) with

x1 = x1(1)a11 · · ·xs(1)a1s

...

xs = x1(1)as1 · · ·xs(1)ass .

Then there exists a UTS of type I along ν U → U(1) such that (R, T
′′
(1), T (1)) and

(S, U
′′
(1), U(1)) is a CUTS along ν and U

′
(1) = U

′′
(1) has regular parameters (y1(1), . . . , yn(1))

with

y1 = y1(1)b11 · · · ys(1)b1s(3.6)
...

ys = y1(1)bs1 · · · ys(1)bss ,

and

x1(1) = y1(1)c11(1) · · · ys(1)c1s(1)α1(1)(3.7)
...

xs(1) = y1(1)cs1(1) · · · ys(1)css(1)αs(1)

where α1(1), . . . , αs(1) ∈ k(U(1)), ν(x1(1)), . . . , ν(xs(1)) are rationally independent and

det(cij(1)) 6= 0.

Proof: Let (eij) = (aij)−1, (dij) = (eij)(cjk), an integral matrix. Let αi(1) = αei1
1 · · ·αeis

s

for 1 ≤ i ≤ s. Then

x1(1) = yd11
1 · · · yd1s

s α1(1)
...

xs(1) = yds1
1 · · · ydss

s αs(1)

By 2) of Lemma 3.2, we can construct a UTS (3.6) of type I U → U(1) such that we have

an inclusion T
′′
(1) ⊂ U

′′
(1) and (3.7) holds. Then an extension of ν from the quotient

field of U which dominates U to a valuation of the quotient field of U(1) which dominates

U(1) restricts to an extension of ν to the quotient field of T (1) which dominates T (1) so

that (R, T
′′
(1), T (1)) and (S,U

′′
(1), U(1)) is a CUTS along ν.
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Lemma 3.4. Suppose that (R, T
′′
, T ), (S, U

′′
, U) is a CUTS along ν, T

′′
has regular pa-

rameters (x1, . . . , xn) and U
′′

has regular parameters (y1, . . . , yn) such that

x1 = yc11
1 · · · yc1s

s α1(3.8)
...

xs = ycs1
1 · · · ycss

s αs

xs+1 = ys+1

...

xl = yl

with α1, . . . , αs ∈ k(U), ν(x1), . . . , ν(xs) rationally independent, det(cij) 6= 0.

Suppose that T → T (1) is a UTS of type IIr along ν, with s + 1 ≤ r ≤ l such that

T (1)′′ has regular parameters (x1(1), . . . , xn(1)) with

x1 = x1(1)a11 · · ·xs(1)a1sca1,s+1(3.9)
...

xs = x1(1)as1 · · ·xs(1)asscas,s+1

xr = x1(1)as+1,1 · · ·xs(1)as+1,s(xr(1) + 1)cas+1,s+1 .

Then there exists a UTS of type IIr, (followed by a UTS of type I) U → U(1) along ν such

that U
′′
(1) has regular parameters (y1(1), . . . , yn(1)) satisfying

y1 = y1(1)b11 · · · ys(1)b1sdb1,s+1(3.10)
...

ys = y1(1)bs1 · · · ys(1)bssdbs,s+1

yr = y1(1)bs+1,1 · · · ys(1)bs+1,s(yr(1) + 1)dbs+1,s+1 ,

T
′′
(1) ⊂ U

′′
(1), and

x1(1) = y1(1)c11(1) · · · ys(1)c1s(1)α1(1)(3.11)
...

xs(1) = y1(1)cs1(1) · · · ys(1)css(1)αs(1)

xs+1(1) = ys+1(1)
...

xl(1) = yl(1)

37



where α1(1), . . . , αs(1) ∈ k(U(1)), ν(x1(1)), . . . , ν(xs(1)) are rationally independent,

det(cij(1)) 6= 0 and (R, T
′′
(1), T (1)), (S, U

′′
(1), U(1)) is a CUTS along ν.

Proof: Identify ν with our extension of ν to the quotient field of U which dominates U .

Set (gij) = (aij)−1,

A1 = xg11
1 · · ·xg1s

s xg1,s+1
r

...

As = xgs1
1 · · ·xgss

s xgs,s+1
r

Ar = x
gs+1,1
1 · · ·xgs+1,s

s xgs+1,s+1
r .

Then T
′
(1) is a localization of T

′′
[A1, . . . , As, Ar]. ν(Ai) > 0 for 1 ≤ i ≤ s and ν(Ar) = 0.

We have

A1 = yd11
1 · · · yd1s

s yd1,s+1
r β1

...

As = yds1
1 · · · ydss

s yds,s+1
r βs

Ar = y
ds+1,1
1 · · · yds+1,s

s yds+1,s+1
r βr

where βi = αgi1
1 · · ·αgis

s for 1 ≤ i ≤ s, βr = α
gs+1,1
1 · · ·αgs+1,s

s and

(3.12) (dik) = (aij)−1

(
(cjk) 0

0 1

)
.

Define Bi by

B1 = yh11
1 · · · yh1s

s yh1,s+1
r

...

Bs = yhs1
1 · · · yhss

s yhs,s+1
r

Br = y
hs+1,1
1 · · · yhs+1,s

s yhs+1,s+1
r

where the matrix (hij) defines a UTS of type IIr U → W along ν where W
′
is a localization

of U
′′
[B1, . . . , Bs, Br] with ν(Bi) > 0 for 1 ≤ i ≤ s and ν(Br) = 0. We have

A1 = Be11
1 · · ·Be1s

s Be1,s+1
r β1

...

As = Bes1
1 · · ·Bess

s Bes,s+1
r βs

Ar = B
es+1,1
1 · · ·Bes+1,s

s Bes+1,s+1
r βr
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where (eij) = (dij)(hij)−1 is a matrix with integral coefficients. Since ν(Ar) = ν(Br) = 0

and ν(B1), · · · , ν(Bs) are rationally independent, we have es+1,1 = · · · = es+1,s = 0.

Then det(eij) 6= 0 implies es+1,s+1 6= 0. Since ν(A1), . . . , ν(As) > 0, by Lemma 3.2,

we can perform a UTS of type I W → U(1) along ν so that U
′
(1) is a localization of

W
′
[C1, . . . , Cs] with ν(C1), . . . , ν(Cs) rationally independent, and

B1 = C
b′′11
1 · · ·Cb′′1s

s

...

Bs = C
b′′s1
1 · · ·Cb′′ss

s

to get

A1 = Cf11
1 · · ·Cf1s

s Bf1,s+1
r β1(3.13)

...

As = Cfs1
1 · · ·Cfss

s Bfs,s+1
r βs

Ar = C
fs+1,1
1 · · ·Cfs+1,s

s Bfs+1,s+1
r βr

with fij ≥ 0 for all i, j and

(fij) = (eij)
(

(b′′ij) 0
0 1

)
.

Set

(bij) = (hij)−1

(
(b′′ij) 0

0 1

)
.

(3.13) implies A1, . . . , Ar ∈ U
′
(1). Thus U

′′ → U
′
(1) is a MTS along ν and T

′
(1) ⊂ U

′
(1).

Further, we have fs+1,1 = · · · = fs+1,s = 0.

Extend ν from the quotient field of U to a valuation of the quotient field of U(1)

which dominates U(1). Let d be the residue of Br in k(W ). U(1) has regular parameters

(y∗1(1), . . . , y∗n(1)) such that

y1 = y∗1(1)b11 · · · y∗s (1)b1s(y∗r (1) + d)b1,s+1(3.14)
...

ys = y∗1(1)bs1 · · · y∗s (1)bss(y∗r (1) + d)bs,s+1

yr = y∗1(1)bs+1,1 · · · y∗s (1)bs+1,s(y∗r (1) + d)bs+1,s+1 .

Set

U
′′
(1) = U

′
(1)

[
d,

(
y∗r (1)

d
+ 1

) 1
d

]

(y∗1 (1),...,y∗n(1))

.
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We have a natural inclusion T (1) ⊂ U(1).

Let c ∈ k(T
′
(1)) be the residue of Ar. Then c is the residue of Ar in the residue field

of our extension of ν to the quotient field of U(1), since ν dominates U
′′
(1). Set

x∗i (i) =





Ai 1 ≤ i ≤ s

xi s < i, i 6= r

Ar − c i = r

Then (x∗1(1), . . . , x∗n(1)) are regular parameters in T (1) such that

x∗1(1) = y∗1(1)f11 · · · y∗s (1)f1s(y∗r (1) + d)f1,s+1β1(3.15)
...

x∗s(1) = y∗1(1)fs1 · · · y∗s (1)fss(y∗r (1) + d)fs,s+1βs

x∗r(1) + c = y∗1(1)fs+1,1 · · · y∗s (1)fs+1,s(y∗r (1) + d)fs+1,s+1βr.

They are related to the regular parameters xi(1) in T (1) satisfying (3.9) by

x∗i (1) =
{

xi(1)(xr(1) + 1)cγi 1 ≤ i ≤ s

c[(xr(1) + 1)c − 1] i = r

where

c = Det




a11 · · · a1s
...

...
as1 · · · ass


 Det




a11 · · · a1,s+1

...
...

as1 · · · as+1,s+1







γ1
...

γs

1


 = (aij)−1




0
...
0
1
c


 .

We have regular parameters yi(1) in U
′′
(1) satisfying (3.10) with

y∗i (1) =

{
yi(1)(yr(1) + 1)dτi 1 ≤ i ≤ s

d[(yr(1) + 1)d − 1] i = r

where

d = Det




b11 · · · b1s
...

...
bs1 · · · bss


 Det




b11 · · · b1,s+1

...
...

bs1 · · · bs+1,s+1



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


τ1
...
τs

1


 = (bij)−1




0
...
0
1

d


 .

(fij)




τ1
...
τs

1


 = (aij)−1(

(
(cij) 0

0 1

)



0
...
0
1

d


 = (aij)−1




0
...
0
1

d


 =

c

d




γ1
...

γs

1


 .

Substitute this in (3.15) to get

x1(1)(xr(1) + 1)cγ1 = y1(1)f11 · · · ys(1)f1s(yr(1) + 1)cγ1df1,s+1β1

...

xs(1)(xr(1) + 1)cγs = y1(1)fs1 · · · ys(1)fss(yr(1) + 1)cγsdfs,s+1βs

c(xr(1) + 1)c = (yr(1) + 1)cdfs+1,s+1βr.

ν(xr(1)) > 0 and ν(yr(1)) > 0 imply

(3.16) c = dfs+1,s+1βr.

Our inclusion T (1) ⊂ U(1) induces

xr(1) = ωyr(1) + ω − 1

in U(1) for some c-th root of unity ω. Since xr(1) ∈ m(T (1)) and yr(1) ∈ m(U(1)), we

must have ω = 1. We thus get (3.11).

T
′′
(1) = T

′
(1)[c, xr(1)](x1(1),...,xn(1)) ⊂ U

′′
[d, yr(1)](y1(1),...,yn(1)) = U

′′
(1).

An extension of ν0 to the quotient field of U(1) which dominates U(1) then makes (R, T
′′
(1), T (1)),

(S, U
′′
(1), U(1)) a CUTS along ν.

Lemma 3.5. Suppose that (R, T
′′
, T ), (S, U

′′
, U) is a CUTS along ν, T

′′
has regular pa-

rameters (x1, . . . , xn) and U
′′

has regular parameters (y1, . . . , yn) such that

x1 = yc11
1 · · · yc1s

s α1(3.17)
...

xs = ycs1
1 · · · ycss

s αs

xs+1 = ys+1

...

xl = yl

xl+1 = yd1
1 · · · yds

s yl+1
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where α1, . . . , αs ∈ k(U), ν(x1), . . . , ν(xs) are rationally independent, det(cij) 6= 0.

Suppose that T → T (1) is a UTS of type IIl+1 along ν, such that T
′′
(1) has regular

parameters (x1(1), . . . , xn(1)) with

x1 = x1(1)a11 · · ·xs(1)a1sca1,s+1(3.18)
...

xs = x1(1)as1 · · ·xs(1)asscas,s+1

xl+1 = x1(1)as+1,1 · · ·xs(1)as+1,s(xl+1(1) + 1)cas+1,s+1 .

Then there exists a UTS of type IIl+1, (followed by a UTS of type I) U → U(1) along ν

such that U
′′
(1) has regular parameters (y1(1), . . . , yn(1)) satisfying

y1 = y1(1)b11 · · · ys(1)b1sdb1,s+1(3.19)
...

ys = y1(1)bs1 · · · ys(1)bssdbs,s+1

yl+1 = y1(1)bs+1,1 · · · ys(1)bs+1,s(yl+1(1) + 1)dbs+1,s+1 ,

T
′′
(1) ⊂ U

′′
(1), and

x1(1) = y1(1)c11(1) · · · ys(1)c1s(1)α1(1)(3.20)
...

xs(1) = y1(1)cs1(1) · · · ys(1)css(1)αs(1)

xs+1(1) = ys+1(1)
...

xl(1) = yl(1)

xl+1(1) = yl+1(1)

where α1(1), . . . , αs(1) ∈ k(U(1)), ν(x1(1)), . . . , ν(xs(1)) are rationally independent,

det(cij(1)) 6= 0 and (R, T
′′
(1), T (1)), (S, U

′′
(1), U(1)) is a CUTS along ν.

Proof: Change r to l + 1 in the proof of Lemma 3.4, and change (dik) to

(dik) = (aij)−1




c11 · · · c1s 0
...

...
...

cs1 · · · css 0
d1 · · · ds 1



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Lemma 3.6. Suppose that (R, T
′′
, T ) and (S, U

′′
, U) is a CUTS along ν, T

′′
has regular

parameters (x1, . . . , xn) and U
′′

has regular parameters (y1, . . . , yn) such that

x1 = yc11
1 · · · yc1s

s α1

...

xs = ycs1
1 · · · ycss

s αs

xs+1 = ys+1

...

xl = yl

xl+1 = y
cs+1,1
1 · · · ycs+1,s

s δ

where α1, . . . , αs ∈ k(U), δ ∈ U
′′

is a unit, ν(x1), . . . , ν(xs) are rationally independent and

det(cij)1≤i,j≤s 6= 0.

Suppose that T → T (1) is a UTS of type IIl+1 along ν, so that T
′′
(1) has regular

parameters (x1(1), . . . , xn(1)) satisfying

x1 = x1(1)a11 · · ·xs(1)a1sca1,s+1

...

xs = x1(1)as1 · · ·xs(1)asscas,s+1

xl+1 = x1(1)as+1,1 · · ·xs(1)as+1,s(xl+1(1) + 1)cas+1,s+1 .

Then there exists a UTS of type I along ν U → U(1) such that U
′
(1) has regular parameters

(ŷ1(1), . . . , ŷn(1)) with

y1 = ŷ1(1)b11 · · · ŷs(1)b1s

...

ys = ŷ1(1)bs1 · · · ŷs(1)bss

and U
′′
(1) has regular parameters (y1(1), . . . , yn(1)) such that yi(1) = εiŷi(1) for 1 ≤ i ≤ s
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for some units εi ∈ U
′′
(1), T

′′
(1) ⊂ U

′′
(1),

x1(1) = y1(1)c11(1) · · · ys(1)c1s(1)α1(1)
...

xs(1) = y1(1)cs1(1) · · · ys(1)css(1)αs(1)

xs+1(1) = ys+1(1)
...

xl(1) = yl(1)

where α1(1), . . . , αs(1) ∈ k(U(1)), ν(x1(1)), . . . , ν(xs(1)) are rationally independent,

det(cij(1)) 6= 0, and (R, T
′′
(1), T (1)) and (S, U

′′
(1), U(1)) is a CUTS along ν.

Proof: Identify ν with our extension of ν to the quotient field of U which dominates U .

Set (gij) = (aij)−1,

A1 = xg11
1 · · ·xg1s

s x
g1,s+1
l+1

...

As = xgs1
1 · · ·xgss

s x
gs,s+1
l+1

Al+1 = x
gs+1,1
1 · · ·xgs+1,s

s x
gs+1,s+1
l+1 .

T
′
(1) is a localization of T

′′
[A1, · · · , As, Al+1]. ν(Ai) > 0 for 1 ≤ i ≤ s and ν(Al+1) = 0.

A1 = yd11
1 · · · yd1s

s δ1e1

...

As = yds1
1 · · · ydss

s δses

Al+1 = y
ds+1,1
1 · · · yds+1,s

s δl+1

where ei ∈ k(U), (dik) = (aij)−1(cjk) and δi are units in U
′′

such that δi has residue 1 in

k(U) for 1 ≤ i ≤ s. ν(Al+1) = 0 and ν(y1), . . . , ν(ys) rationally independent implies

ds+1,1 = · · · = ds+1,s = 0.

Since ν(Ai) > 0 for 1 ≤ i ≤ s, by Lemma 3.2 we can perform a UTS of type I along ν

U → U(1) where U
′
(1) has regular parameters (ŷ1(1), . . . , ŷn(1)) satisfying

y1 = ŷ1(1)b11(1) · · · ŷs(1)b1s(1)

...

ys = ŷ1(1)bs1(1) · · · ŷs(1)bss(1)
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to get

A1 = ŷ1(1)c11(1) · · · ŷs(1)c1s(1)δ1e1

...

As = ŷ1(1)cs1(1) · · · ŷs(1)css(1)δses

Al+1 = δl+1

where all cij(1) ≥ 0. Thus

T
′′
[A1, . . . , As, Al+1] ⊂ U

′
(1) = U

′′
[ŷ1(1), . . . , ŷs(1)](ŷ1(1),...,ŷn(1)),

and since ν dominates U
′
(1) and T

′
(1), U

′
(1) dominates T

′
(1).

Now extend ν from the quotient field of U to a valuation of the quotient field of U(1)

which dominates U(1). T
′′
(1) has regular parameters (x∗1(1), . . . , x∗n(1)) with

x1 = x∗1(1)a11 · · ·x∗s(1)a1s(x∗l+1(1) + c)a1,s+1

...

xs = x∗1(1)as1 · · ·x∗s(1)ass(x∗l+1(1) + c)as,s+1

xl+1 = x∗1(1)as+1,1 · · ·x∗s(1)as+1,s(x∗l+1(1) + c)as+1,s+1 .

T
′′
(1) = T

′′
[
c,

(
x∗l+1(1)

c
+ 1

) 1
c

]

(x∗1(1),...,x∗n(1))

.

(x1(1), . . . , xn(1)) are regular parameters in T
′′
(1) which satisfy

x1(1) = x∗1(1)
(

x∗l+1(1)
c

+ 1
)−γ1

= ŷ1(1)c11(1) · · · ŷs(1)c1s(1)δ1e1

(
δl+1

c

)−γ1

...

xs(1) = x∗s(1)
(

x∗l+1(1)
c

+ 1
)−γs

= ŷ1(1)cs1(1) · · · ŷs(1)css(1)δses

(
δl+1

c

)−γs

xl+1(1) =
(

x∗l+1(1)
c

+ 1
) 1

c

− 1 =
(

δl+1

c

) 1
c

− 1

Set (eij) = (cij(1))−1,

εi = δei1
1 · · · δeis

s

(
δl+1

c

)−γ1ei1−···−γseis
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for 1 ≤ i ≤ s. Define

yi(1) =
{

εiŷi(1) 1 ≤ i ≤ s

ŷi(1) s + 1 ≤ i.

Then the conclusions of Lemma 3.6 hold with

U
′′
(1) = U

′
(1)[c,

(
δl+1

c

) 1
c

, ε1, . . . , εs](y1(1),...,yn(1)).

Monomialization in rank 1.

Theorem 3.8. Suppose that (R, T
′′
, T ) and (S, U

′′
, U) is a CUTS along ν such that

T
′′

contains the subfield k(c0) for some c0 ∈ T
′′

and U
′′

contains a subfield isomorphic to

k(U
′′
), T

′′
has regular parameters (z1, . . . , zn) and U

′′
has regular parameters (w1, . . . , wn)

such that

z1 = wc11
1 · · ·wc1s

s φ1

...

zs = wcs1
1 · · ·wcss

s φs

zs+1 = ws+1

...

zl = wl.

where φ1, . . . , φs ∈ k(U
′′
), ν(z1), . . . , ν(zs) are rationally independent, det(cij) 6= 0.

Suppose that one of the following three conditions hold.

1) f ∈ k(U)[[w1, . . . , wm]] for some m such that s ≤ m ≤ n with ν(f) < ∞.

2) f ∈ k(U)[[w1, . . . , wm]] for some m such that s < m ≤ n with ν(f) = ∞ and A > 0 is

given.

3)

f ∈ (
k(U)[[w1, . . . , wm]]− k(U)[[w1, . . . , wl]]

) ∩ U
′′

for some m such that l < m ≤ n. Then there exists a CUTS along ν (R, T
′′
(t), T (t))

and (S,U
′′
(t), U(t))

(3.21)
U = U(0) → U(1) → · · · → U(t)

↑ ↑ ↑
T = T (0) → T (1) → · · · → T (t)
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such that T
′′
(i) has regular parameters (z1(i), . . . , zn(i)), U

′′
(i) has regular parameters

(w1(i), . . . , wn(i)) satisfying

z1(i) = w1(i)c11(i) · · ·ws(i)c1s(i)φ1(i)
...

zs(i) = w1(i)cs1(i) · · ·ws(i)css(i)φs(i)

zs+1(i) = ws+1(i)
...

zl(i) = wl(i)

T
′′
(i) contains a subfield k(c0, . . . , ci) and U

′′
(i) contains a subfield isomorphic to

k(U(i)). φ1(i), . . . , φs(i) ∈ k(U(i)), ν(z1(i)), . . . , ν(zs(i)) are rationally independent,

det(cij(i)) 6= 0 for 0 ≤ i ≤ t. In case 1) we have

f = w1(t)d1 · · ·ws(t)dsu(w1(t), . . . , wm(t))

where u ∈ k(U(t))[[w1(t), . . . , wm(t)]] is a unit power series.

In case 2) we have

f = w1(t)d1 · · ·ws(t)dsΣ(w1(t), . . . , wm(t))

where Σ ∈ k(U(t))[[w1(t), . . . , wm(t)]], ν(w1(t)d1 · · ·ws(t)ds) > A.

In case 3) we have

f = P (w1(t), . . . , wl(t)) + w1(t)d1 · · ·ws(t)dsH

for some powerseries P ∈ k(U(t))[[w1(t), . . . , wl(t)]],

H = u(wm(t) + w1(t)g1 · · ·ws(t)gsΣ)

where u ∈ k(U(t))[[w1(t), . . . , wm(t)]] is a unit, Σ ∈ k(U(t))[[w1(t), . . . , wm−1(t)]] and

ν(wm(t)) ≤ ν(w1(t)g1 · · ·ws(t)gs).

(3.21) will be such that T
′′
(α) has regular parameters

(z1(α), . . . , zn(α)) and (z̃
′
1(α), . . . , z̃

′
n(α)),

U
′′
(α) has regular parameters

(w1(α), . . . , wn(α)) and (w̃
′
1(α), . . . , w̃

′
n(α))
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where zi(0) = zi and wi(0) = wi for 1 ≤ i ≤ n. (3.21) will consist of three types of CUTS.

M1) T (α) → T (α + 1) and U(α) → U(α + 1) are of type I.

M2) T (α) → T (α+1) is of type IIr, s+1 ≤ r ≤ l, and U(α) → U(α+1) is a transformation

of type IIr, followed by a transformation of type I.

M3) T (α) = T (α + 1) and U(α) → U(α + 1) is of type IIr (l + 1 ≤ r ≤ m).

We will find polynomials Pi,α so that the variables will be related by:

z̃
′
i(α) =

{
zi(α)− Pi,α(z1(α), . . . , zi−1(α)) if s + 1 ≤ i ≤ l

zi(α) otherwise

w̃
′
i(α) =





z̃
′
i(α) if s + 1 ≤ i ≤ l

wi(α)− Pi,α(w1(α), . . . , wi−1(α)) if l + 1 ≤ i ≤ m

wi(α) otherwise

The coefficients of Pi,α will be in k(c0, . . . , cα) if i ≤ l, and will be in k(U(α)) if i > l. For

all α we will have

z1(α) = w1(α)c11(α) · · ·ws(α)c1s(α)φ1(α)(3.22)
...

zs(α) = w1(α)cs1(α) · · ·ws(α)css(α)φs(α)

zs+1(α) = ws+1(α)
...

zl(α) = wl(α)

and

z̃
′
1(α) = w̃

′
1(α)c11(α) · · · w̃′s(α)c1s(α)φ1(α)(3.23)

...

z̃
′
s(α) = w̃

′
1(α)cs1(α) · · · w̃′s(α)css(α)φs(α)

z̃
′
s+1(α) = w̃

′
s+1(α)

...

z̃l(α) = w̃
′
l(α)

where φ1(α), . . . , φs(α) ∈ k(U(α)). T
′′
(α) contains a subfield k(c0, . . . , cα) and U

′′
(α)

contains a subfield isomorphic to k(U(α)).
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In a transformation T (α) → T (α+1) of type I, T
′′
(α+1) will have regular parameters

(z1(α + 1), . . . , zn(α + 1))

z̃
′
1(α) = z1(α + 1)a11(α+1) · · · zs(α + 1)a1s(α+1)(3.24)

...

z̃
′
s(α) = z1(α + 1)as1(α+1) · · · zs(α + 1)ass(α+1)

and cα+1 is defined to be 1. In a transformation T (α) → T (α+1) of type IIr (s+1 ≤ r ≤ l)

T
′′
(α + 1) will have regular parameters (z1(α + 1), . . . , zn(α + 1))

(3.25)

z̃
′
1(α) = z1(α + 1)a11(α+1) · · · zs(α + 1)a1s(α+1)c

a1,s+1(α+1)
α+1

...

z̃
′
s(α) = z1(α + 1)as1(α+1) · · · zs(α + 1)ass(α+1)c

as,s+1(α+1)
α+1

z̃
′
r(α) = z1(α + 1)as+1,1(α+1) · · · zs(α + 1)as+1,s(α+1)(zr(α + 1) + 1)cas+1,s+1(α+1)

α+1

In a transformation U(α) → U(α + 1) of type I, U
′′
(α + 1) will have regular parameters

(w1(α + 1), . . . , wn(α + 1))

w̃
′
1(α) = w1(α + 1)b11(α+1) · · ·ws(α + 1)b1s(α+1)(3.26)

...

w̃
′
s(α) = w1(α + 1)bs1(α+1) · · ·ws(α + 1)bss(α+1)

and dα+1 is defined to be 1. In a transformation U(α) → U(α+1) of type IIr (s+1 ≤ r ≤ m)

U
′′
(α + 1) will have regular parameters (w1(α + 1), . . . , wn(α + 1))

(3.27)

w̃
′
1(α) = w1(α + 1)b11(α+1) · · ·ws(α + 1)b1s(α+1)d

b1,s+1(α+1)
α+1

...

w̃
′
s(α) = w1(α + 1)bs1(α+1) · · ·ws(α + 1)bss(α+1)d

bs,s+1(α+1)
α+1

w̃
′
r(α) = w1(α + 1)bs+1,1(α+1) · · ·ws(α + 1)bs+1,s(α+1)(wr(α + 1) + 1)dbs+1,s+1(α+1)

α+1

In a transformation of type M2) cα+1 is related to dα+1 by (3.16) of the proof of Lemma

3.4.
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We will call a UTS (CUTS) as in (3.21) a UTS (CUTS) in the first m variables.

Proof: We will first show that it is possible to construct a UTS along ν

(3.28) T → T (1) → · · · → T (t)

so that the conditions 1)’, 2)’ and 4) below hold.

4) Suppose that s ≤ m ≤ l. Then there exists a UTS (3.28) in the first m variables such

that

pm(i) = {f ∈ k(T (i))[[z1(i), . . . , zm(i)]] | ν(f) = ∞}

has the form

(P(m))

pm(t) = (zr(1)(t)−Qr(1)(z1(t), · · · , zr(1)−1), . . . , zr(m̃)(t)−Qr(m̃)(z1(t), · · · , zr(m̃)−1))

for some 0 ≤ m̃ ≤ m − s and s < r(1) < r(2) < · · · < r(m̃) ≤ m, where Qr(i) are

power series with coefficients in k(c0, . . . , ct).

1’) Suppose that h ∈ k(T )[[z1, . . . , zm]] for some m with s ≤ m ≤ n and ν(h) < ∞. Then

there exists a UTS (3.28), in the first m variables such that P (m) holds in T (t) and

h = z1(t)d1 · · · zs(t)dsu(z1(t), . . . , zm(t))

where u is a unit power series with coefficients in k(T (t)). If h ∈ k(c0)[[z1, . . . , zm]]

then u has coefficients in k(c0, . . . , ct).

2’) Suppose that h ∈ k(T )[[z1, . . . , zm]] for some m with s < m ≤ n, and ν(h) = ∞ and

A > 0 is given. Then there exists a UTS 3.28, in the first m variables such that P (m)

holds in T (t) and

h = z1(t)d1 · · · zs(t)dsΣ(z1(t), . . . , zm(t))

where ν(z1(t)d1 · · · zs(t)ds) > A, Σ is a power series with coefficients in k(T (t)). If

h ∈ k(c0)[[z1, . . . , zm]], then Σ has coefficients in k(c0, . . . , ct).

4) is trivial for m = s, since ps = (0).

Proof of 1’) for m = s. Set τi = ν(zi) for 1 ≤ i ≤ s. h has an expansion

h =
∑

i≥1

aiz
b1(i)
1 · · · zbs(i)

s
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where the ai ∈ k(T ) (or ai ∈ k(c0)) and the terms have increasing value. Set

c =
3

min{ τi

τ1
} (b1(1) + b2(1)

τ2

τ1
+ · · ·+ bs(1)

τs

τ1
).

We can perform a UTS of type I where T → T (1) is such that

| τi

τ1
− aij(1)

a1j(1)
|< τi

2τ1

for 1 ≤ i ≤ s.

z
b1(i)
1 · · · zbs(i)

s = z1(1)b1(i)a11(1)+···+bs(i)as1(1) · · · zs(1)b1(i)a1s(1)+···+bs(i)ass(1).

Suppose that i is such that b1(i) + · · ·+ bs(i) > c. Then for all 1 ≤ j ≤ s we have

b1(i)a1j(1) + · · ·+ bs(i)asj(1) = a1j(1)
(

b1(i) + b2(i)
a2j(1)
a1j(1)

+ · · ·+ bs(i)
asj(1)
a1j(1)

)

≥ a1j(1)
2

(
b1(i) + b2(i)

τ2

τ1
+ · · ·+ bs(i)

τs

τ1

)

≥ a1j(1)(b1(i) + · · ·+ bs(i))
min( τi

τ1
)

2

>
3a1j(1)

2

(
b1(1) + b2(1)

τ2

τ1
+ · · ·+ bs(1)

τs

τ1

)

> a1j(1)
(

b1(1) + b2(1)
a2j(1)
a1j(1)

+ · · ·+ bs(1)
asj(1)
a1j(1)

)

= b1(1)a1j(1) + · · ·+ bs(1)asj(1).

By Lemma 3.2 we may choose the aij(1) so that the inequality

b1(i)a1j(1) + · · ·+ bs(i)asj(1) > b1(1)a1j(1) + · · ·+ bs(1)asj(1)

also holds for 1 ≤ j ≤ s for the finitely many i such that b1(i) + · · · + bs(i) ≤ c. Then h

has the desired form in T (1).

We will now establish 1’), 2’) and 4) by proving the following inductive statements.

A(m): 1’), 2’) and 4) for m < m imply 4) for m = m.

B(m): 1’), 2’) for m < m and 4) for m = m imply 1’) and 2’) for m = m.
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Proof of A(m) (s < m). By assumption there exists a UTS T → T (t) satisfying 4) for

m − 1. After replacing T
′′
(0) with T

′′
(t) and replacing c0 with a primitive element of

k(c0, . . . , ct) over k, we may assume that

pm−1 = (zr(1) −Qr(1)(z1, · · · , zr(1)−1), . . . , zr( ˜m−1) −Qr( ˜m−1)(z1, · · · , zr( ˜m−1)−1)).

where Qr(i) are power series with coefficients in k(c0). If pm−1k(T )[[z1, . . . , zm]] = pm we

are done. So suppose that there exists f ∈ pm−pm−1k(T )[[z1, . . . , zm]]. Let L be a Galois

closure of k(T ) over k(c0), G be the Galois group of L over k(c0). Set

f =
∏

σ∈G

σ(f) ∈ k(c0)[[z1, . . . , zm]].

f ∈ pm ∩ k(c0)[[z1, . . . , zm]] and ν(f) = ∞ since f |f in k(T )[[z1, . . . , zm]]. Suppose

f ∈ pm−1k(T )[[z1, . . . , zm]].

Then f ∈ pm−1L[[z1, . . . , zm]] which is a prime ideal, and σ(f) ∈ pm−1L[[z1, . . . , zm]] for

some σ ∈ G. But

σ (pm−1L[[z1, . . . , zm]]) = pm−1L[[z1, . . . , zm]]

for all σ ∈ G. Thus

f ∈ (pm−1L[[z1, . . . , zm]]) ∩ k(T )[[z1, . . . , zm]] = pm−1k(T )[[z1, . . . , zm]]

a contradiction. Thus f 6∈ pm−1k(T )[[z1, . . . , zm]].

f =
∞∑

i=0

ai(z1, . . . , zm−1)zi
m.

where the ai have coefficients in k(c0). By assumption ν(ai) < ∞ for some i. Set r =

mult(f(0, . . . , 0, zm)).

f =
d∑

i=1

aiz
fi

m +
∑

j

ajz
fj

m +
∑

k

akzfk

m + zα
mΩ

where the first sum consists of the terms of minimal value ρ = ν(aiz
fi

m), 1 ≤ i ≤ d,

αν(zm) > ρ, the second sum is a finite sum of terms of finite value ν(ajz
fj

m) > ρ and the

third sum is a finite sum of terms akzfk

m of infinite value.
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Set

R = k(c0)[[z1, . . . , zm−1]]/ (pm−1 ∩ k(c0)[[z1, . . . , zm−1]]) .

ν induces a rank 1 valuation on the quotient field of R.

Given d in the value group Γν ⊂ R of ν, let

Id = {f ∈ R|ν(f) ≥ d}.

By Lemma 1.3, there is a set of real numbers

(3.29) d1 < d2 < · · · < di <

with Limi→∞di = ∞ such that di are the possible finite values of elements of R and

∩∞i=1Idi = 0. Thus by Theorem 13, Section 5, Chapter VIII [ZS], there is a function γ(i)

such that Idi ⊂ m(R)γ(i) and γ(i) →∞ as i →∞.

By assumption, we can construct a UTS in the first m − 1 variables along ν so that

for all i, j, k

ai = z1(t1)e1(i) · · · zs(t1)es(i)ai

aj = z1(t1)f1(j) · · · zs(t1)fs(j)aj

ak = z1(t1)g1(k) · · · zs(t1)gs(k)Σk

in k(c0, . . . , ct1)[[z1(t1), . . . , zm−1(t1)]] where ai, aj are units and

ν(z1(t1)g1(k) · · · zs(t1)gs(k)) > ρ.

Now perform a UTS of type IIm and a UTS of type I along ν to get

f = z1(t2)d1 · · · zs(t2)dsf1

where f1 ∈ k(c0, . . . , ct2)[[z1(t2), . . . , zm(t2)]]. Set

λi = c
a1,s+1(t2)e1(i)+···+as,s+1(t2)es(i)+as+1,s+1(t2)fi

t2

for 1 ≤ i ≤ d. Then

f1 =
d∑

i=1

λiai(zm(t2) + 1)fi + z1(t2) · · · zs(t2)Λ,
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for some series Λ ∈ T (t2) by Lemma 3.2. Set r1 = mult(f1(0, . . . , 0, zm(t2)) < ∞. r1 ≤
fd ≤ r.

The residue of ai in

T (t2)/(z1(t2), . . . , zm−1(t2), zm+1(t2), · · · , zn(t2)) ∼= k(T (t2))[[zm(t2)]]

is a nonzero constant ãi ∈ k(T (t2)) for 1 ≤ i ≤ d. Set

ζ(t) = f1(0, . . . , 0, t− 1) =
d∑

i=1

λiãit
fi .

Suppose that r1 = r. Then fd = r and

(3.30) ζ(zm(t2) + 1) =
d∑

i=1

λiãi(zm(t2) + 1)fi = λdãdzm(t2)fd

Thus ζ(t) = λdãd(t − 1)r has a nonzero tr−1 term, so that fd−1 = r − 1 and ãd−1 6= 0.

Therefore ad = ad and ν(zm) = ν(ad−1). Define τ(0) by ν(zm) = ν(ad−1) = dτ(0) in

(3.29). Then ad−1 = h + φ with h ∈ pm−1 ∩ k(c0)[[z1, . . . , zm−1]] and

φ ∈ m(k(c0)[[z1, . . . , zm−1]])γ(τ(0)).

Let α = ãd ∈ k(c0) be the constant term of the power series ad ∈ k(c0)[[z1, . . . , zm−1]].

Expanding out the LHS of (3.30), we have

λdrãd + λd−1ãd−1 = 0.

zm

φ
=

zr
m

(ad−1 − h)zr−1
m

=
(zm(t2) + 1)rλd(

λd−1ad−1 − hc
as+1,s+1(t2)(r−1)
t2

z1(t2)
as+1,1(t2)···zs(t2)

as+1,s(t2)

)
(zm(t2) + 1)r−1

=
(zm(t2) + 1)λd

λd−1ad−1 − hc
as+1,s+1(t2)(r−1)
t2

z1(t2)
as+1,1(t2)···zs(t2)

as+1,s(t2)

=
zm(t2)λd

λd−1ad−1
+ λd

λd−1ad−1

1− hc
as+1,s+1(t2)(r−1)
t2

λd−1ad−1z1(t2)
as+1,1(t2)···zs(t2)

as+1,s(t2)
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has residue − 1
rα in Oν/mν . (Recall that ν(h) = ∞). Thus ν(zm + 1

rαφ) > ν(zm). Since
1

rα ∈ k(c0), 1
rαφ ∈ m(k(c0)[[z1, . . . , zm−1]])γ(τ(0)) and there exists

A1 ∈ m(k(c0)[z1, . . . , zm−1])γ(τ(0))

such that ν(zm −A1) > ν(zm). Set z
(1)
m = zm −A1.

Repeat the above algorithm, with zm replaced by z
(1)
m . If we do not achieve a reduction

r1 < r, we can make an infinite sequence of change of variables

z
(i)
m = z

(i−1)
m −Ai

such that Ai ∈ k(c0)[z1, . . . , zm−1], ν(Ai) = ν(z(i−1)
m ), ν(Ai) = dτ(i−1),

Ai ∈ m(k(c0)[z1, . . . , zm−1])γ(τ(i−1))

and

τ(0) < τ(1) < · · · < τ(i) < · · ·
Then

z
(i)
m − z

(j)
m ∈ m(k(c0)[z1, . . . , zm−1])min{γ(τ(i−1)),γ(τ(j−1))}.

Thus {z(i)
m } is a Cauchy sequence, and there exists a series

A(z1, . . . , zm−1) ∈ k(c0)[[z1, . . . , zm−1]]

such that

z∞m = Limi→∞z
(i)
m = zm −A

and ν(z∞m ) = ∞. Thus z∞m ∈ pm.

Set λ(α) = γ(τ(α)). For all α there are series ai, aj , ak and exponents fi, fj , fk such

that we can write

f = [a1(z
(α)
m )f1 + · · ·+ ar(z

(α)
m )r] + Σaj(z

(α)
m )fj + Σak(z(α)

m )fk + (z(α)
m )r+1Ω

where the terms in the first sum satisfy

ν(ai(z
(α)
m )fi) = rν(z(α)

m ) = rdτ(α),

ar is a unit, the terms in the second sum satisfy ν(aj(z
(α)
m )fj ) > rdτ(α), and the terms in

the third sum satisfy ν(ak) = ∞. Set m = m(k(c0)[[z1, . . . , zm−1]]). Since for terms in the

first sum, ν(ai) ≥ dτ(α) implies ai ∈ pm−1 + mλ(α), we have

f ≡ ãr(z
(α)
m )r mod (mλ(α)T + pm−1T + (z(α)

m )r+1)
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where ãr is a unit in T , so that

f ∈ (z(α)
m )r + mλ(α)T + pm−1T = (z(∞)

m )r + mλ(α)T + pm−1T .

Thus

f ∈ ∩∞α=1((z
(∞)
m )r + mλ(α)T + pm−1T ) = (z(∞)

m )r + pm−1T .

Since the ãr are units, we have

(3.31) f = u(zm −A(z1, . . . , zm−1))r + h

where u is a unit power series, h ∈ pm−1T .

Suppose that we reach a reduction r1 < r after a finite number of iterations. We can

repeat the whole algorithm with f replaced with f1, r replaced with r1, c0 with a primitive

element of k(c0, . . . , ct2) over k, T
′′

with T
′′
(t2). (Recall that k(c0, . . . , ct2) ⊂ T

′′
(t2)) We

have ν(f1) = ∞, so that the algorithm cannot terminate with r = 0, and we must produce

z∞m (t) such that

z∞m (t) = zm(t)−A(z1(t), . . . , zm−1(t)),

with A ∈ k(c0, . . . , ct)[[z1(t), . . . , zm−1(t)]] and ν(z∞m (t)) = ∞. In particular, the algorithm

produces zm(t)−Qm(z1(t), . . . , zm−1(t)) of infinite value.

By 4) for m = m− 1, we can now construct a further UTS in the first m− 1 variables

along ν, so that

pm−1(t)

= (zr(1)(t)−Qr(1)(z1(t), · · · , zr(1)−1(t)), . . . , zr( ˜m−1)(t)−Qr( ˜m−1)(z1(t), · · · , zr( ˜m−1)−1)(t)).

Now suppose g ∈ pm(t) and ν(g) = ∞. Then there exists g0 ∈ k(T )[[z1(t), . . . , zm−1(t)]]

and g1 ∈ T such that g = g0+(zm(t)−Qm)g1 and ν(g0) = ∞. Thus g0 ∈ pm−1(t), showing

that

pm = (zr(1)(t)−Qr(1)(z1(t), · · · , zr(1)−1), . . . , zm −Qm(z1, . . . , zm−1)).

Proof of B(m) (s < m).

Case 1) ν(h) < ∞. There exists a UTS T → T (t) satisfying 4) for m = m. After replacing

T
′′
(0) with T

′′
(t) and replacing c0 with a primitive element of k(c0, . . . , ct) over k, we may

assume that

pm = (zr(1) −Qr(1)(z1, · · · , zr(1)−1), . . . , zr(m̃) −Qr(m̃)(z1, . . . , zr(m̃)−1)).
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where the Qr(i) are power series with coefficients in k(c0). Let L be a Galois closure of

k(T ) over k(c0) and G be the Galois group of L over k(c0). Set

g =
∏

σ∈G

σ(h) ∈ k(c0)[[z1, . . . , zm]].

g ∈ k(c0)[[z1, . . . , zm]]. Suppose ν(g) = ∞. Then g ∈ pmL[[z1, . . . , zm]] which is a prime

ideal, invariant under G. Thus

h ∈ (pmL[[z1, . . . , zm]]) ∩ k(T )[[z1, . . . , zm]] = pm

which implies ν(h) = ∞, a contradiction. Thus ν(g) 6= ∞. We will construct a UTS so

that

g = uz1(t)e1 · · · zs(t)es

where u is a unit power series in k(c0, . . . , ct)[[z1(t), . . . , zm(t)]] and h ∈ k(T )[[z1(t), . . . , zm(t)]].

Since h | g in k(T )[[z1(t), . . . , zm(t)]], we will then have h in the desired form in T (t).

Set g = zd1
1 · · · zds

s g0 where zi does not divide g0 for 1 ≤ i ≤ s. Set

r = mult(g0(0, . . . , 0, zm).

0 ≤ r ≤ ∞. We will also have an induction on r. If r = 0 we are done, so suppose that

r > 0.

g0 =
d∑

i=1

σi(z1, · · · , zm−1)zai

m +
∑

j

σj(z1, · · · , zm−1)z
aj

m

+
∑

k

σk(z1, · · · , zm−1)zak

m + za
mΨ

where the coefficients of σi, σj , σk and Ψ are in k(c0), Ψ is a power series in z1, · · · , zm,

the first sum is over terms of minimum value ρ, a satisfies aν(zm) > ρ, and the (finitely

many) remaining terms of finite value are in the second sum, the (finitely many) remaining

terms of infinite value are in the third sum.

By 1’), 2’) for m < m there is a UTS T → T (α) in the first m − 1 variables along ν

such that

σi = z1(α)c1(i) · · · zs(α)cs(i)ui

for all i,

σj = z1(α)c1(j) · · · zs(α)cs(j)uj
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for all j and

σk = z1(α)c1(k) · · · zs(α)cs(k)uk

for all k where ui, uj , uk ∈ k(c0, . . . , cα)[[z1(α), . . . , zm−1(α)]], ui, uj are units and

ν(z1(α)c1(k) · · · zs(α)cs(k)) > ρ.

Now perform a UTS of type IIm T (α) → T (α + 1) along ν to get

g0 =z1(α + 1)e1 · · · zs(α + 1)es(
∑

i

λiui(zm(α + 1) + 1)ai)

+
∑

j

z1(α + 1)ej
1 · · · zs(α + 1)ej

sλjuj(zm(α + 1) + 1)aj

+
∑

k

z1(α + 1)ek
1 · · · zs(α + 1)ek

s λkuk(zm(α + 1) + 1)ak

+ (z1(α + 1)as+1,1 · · · zs(α + 1)as+1,s)aΨ′.

where

λi = c
a1,s+1(α+1)c1(i)+···+as,s+1(α+1)cs(i)+as+1,s+1(α+1)ai

α+1 .

Then perform a UTS of type I T (α + 1) → T (α + 2) along ν to get

g0 = z1(α + 2)d1(α+2) · · · zs(α + 2)ds(α+2)g1

where

g1 =
d∑

i=1

λiui(zm(α + 2) + 1)ai + z1(α + 2) · · · zs(α + 2)Ψ1

is a power series with coefficients in k(c0, . . . , cα+1), Ψ1 a power series in

z1(α + 2), . . . , zm(α + 2). Set r1 = mult(g1(0, . . . , 0, zm(α + 2)). r1 < ∞ and r1 ≤ r.

Suppose that r1 = r. Then as in (3.30) in the proof of A(m), zr
m is a minimal value

term in g0, so that ad = r, ad−1 = r − 1, σd−1 6= 0, and ν(σd−1) = ν(zm).

As in the proof of A(m), there exists A1 ∈ k(c0)[z1, . . . , zm−1] such that we can make

a change of variable, replacing zm with z′m = zm − A1 to get ν(zm − A1) > ν(zm). We

have

ν(zm) ≤ ν(zr
m) ≤ ν(g0)

since zr
m is a minimal value term in g0. Now repeat this procedure. If we do not achieve

r1 < r after a finite number of iterations, we get an infinite sequence

ν(zm) < ν(z′m) < · · · < ν(z(i)
m ) < · · ·
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such that ν(z(i)
m ) ≤ ν(g0) for all i. By Lemma 1.3, this is impossible.

Thus after replacing zm with

z̃
′
m = zm − Pm,0(z1, . . . , zm−1)

for some appropriate polynomial Pm,0 ∈ k(c0)[z1, . . . , zm−1], we achieve a reduction r1 < r

in T
′′
(α + 2). By induction on r, we can construct a UTS T → T (t) along ν such that

g = z1(t)d1 · · · zs(t)dsu(z1(t), . . . , zm(t))

where u is a unit power series with coefficients in k(c0, . . . , ct).

By 4) for m = m we can perform a further UTS to get

pm(t) = (zr(1)(t)−Qr(1)(z1(t), · · · , zr(1)−1), . . . , zr(m̃)(t)−Qr(m̃)(z1(t), · · · , zr(m̃)−1))

while preserving

g = z1(t)d1 · · · zs(t)dsu(z1(t), . . . , zm(t))

where u is a unit.

Case 2) ν(h) = ∞.

By 4) for m = m, we can assume that

pm = (zr(1)(t)−Qr(1)(z1(t), · · · , zr(1)−1), . . . , zr(m̃) −Qr(m̃)(z1, . . . , zr(m̃)−1)).

where the Qr(i) are series with coefficients in k(c0). Then

h =
m̃∑

i=1

σi(zr(i) −Qr(i))

for some σi ∈ k(T )[[z1, . . . , zm]]. Choose b so that bν(m(T )) > A. There are polynomials

Pr(i)(z1, . . . , zr(i)−1) in k(c0)[z1, . . . , zr(i)−1] such that Qr(i) − Pr(i) ∈ m(T )b and

ν(zr(i) − Pr(i)) > A.

Make a change of variables replacing zr(i) with zr(i)−Pr(i) for 1 ≤ i ≤ m̃. Then construct

the UTS T → T (t1) which is a sequence of UTSs of type IIr for s + 1 ≤ r ≤ m, followed

by a MTS of type I to get

h = z1(t1)d1 · · · zs(t1)dsΣ

with ν(z1(t1)d1 · · · zs(ts)ds) > A. By 4) for m = m, we can perform a UTS along ν in the

first m variables to get

pm(t) = (zr(1)(t)−Qr(1)(z1(t), · · · , zr(1)−1(t)), . . . , zr(m̃)(t)−Qr(m̃)(z1(t), · · · , zr(m̃)−1(t)))

while preserving

h = z1(t)d1 · · · zs(t)dsΣ

with ν(z1(t)d1 · · · zs(t)ds) > A.
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Proof when 1) or 2) holds.

Case 1. Suppose that s ≤ m ≤ l. After performing a CUTS in the first m variables, we

may assume that

pm = (zr(1) −Qr(1)(z1, · · · , zr(1)−1), . . . , zr(m̃) −Qr(m̃)(z1, · · · , zr(m̃)−1)).

where the coefficients of Qr(i) are in k(c0). f ∈ k(U)[[w1, . . . , wm]]

First suppose that ν(f) < ∞. Let T i = k(c0)[[z1, . . . , zi]], U i = k(U)[[w1, . . . , wi]] for

s ≤ i ≤ m. Let d = det(cij), (dij) be the adjoint matrix of (cij). Then

w1 = z
d11

d
1 · · · z

d1s
d

s λ1

...

ws = z
ds1

d
1 · · · z

dss
d

s λs

ws+1 = zs+1

...

wm = zm

where

λi = φ
− di1

d
1 · · ·φ−

dis
d

s for 1 ≤ i ≤ s

Given a CUTS (3.21), set σ(i) to be the largest possible α such that after possibly per-

muting the parameters zs+1(i), . . . , zm(i), ν induces a rank 1 valuation on the quotient

field of k(T (i))[[z1(i), . . . , zα(i)]]. (Since ν(z1(i), . . . , ν(zs(i))) are rationally independent,

σ(i) ≥ s.)

If σ(i) drops during the course of the proof, we can start the corresponding algorithm

again with this smaller value of σ(i). Eventually σ(i) must stabilize, so we may assume

that σ(i) is constant throughout the proof.

ν(zdi1
1 · · · zdis

s ) > 0 for 1 ≤ i ≤ s. By Lemma 3.6, there exists a CUTS of type M1)

T → T (1), U → U(1) such that zdi1
1 · · · zdis

s ∈ Tm(1) = k(T )[[z1(1), . . . , zm(1)]] for all i.

Since pmTm(1) is a prime and we may assume that σ(1) = σ(0), we have pmTm(1) = pm(1).

Let ω be a primitive dth root of unity. Let L be a Galois closure of k(U)(ω, λ1, . . . , λs)

over k(c0) with Galois group G. Set W = L[[z1(1)
1
d , . . . , zs(1)

1
d , zs+1(1), . . . , zm(1)]].

Given i1, . . . , is ∈ N, Define a k-automorphism σi1···is : W → W by σi1···is(zj(1)
1
d ) =

ωij zj(1)
1
d for 1 ≤ j ≤ s.

60



Our extension of ν to the quotient field F of U(1) extends to a valuation of the finite

field extension generated by L and F (z1(1)
1
d , . . . , zs(1)

1
d ), which induces valuations on the

quotient fields of Tm, Um and W which are compatible with the inclusions Tm ⊂ Um ⊂ W .

Tm(1) → W is finite, pmW is prime implies

pmWm = {h ∈ Wm | ν(h) = ∞}.

Thus

pmUm = {h ∈ Um | ν(h) = ∞}.

Set g =
∏

σi1···is
(f), g =

∏
τ∈G τ(g) ∈ k(c0)[[z1(1), . . . , zm(1)]] ⊂ Tm(1). Suppose

ν(g) = ∞. Then g ∈ pmTm(1) implies g ∈ pmW which implies τσi1···is(f) ∈ pmW for some

τ, σi1···is since pmW is prime. But τσi1···is(pmW ) = pmW implies f ∈ pmW ∩Um = pmUm

so that ν(f) = ∞. This is a contradiction. Thus ν(g) < ∞.

By 1’) (and Lemmas 3.3 and 3.4) we can construct a CUTS (R, T
′′
(t), T (t)) and

(S, U
′′
(t), U(t)) in the first m variables to transform g into the form

(3.32) g = z1(t)d̃1 · · · zs(t)d̃su

in T (t) where u(z1(t), . . . , zm(t)) is a unit power series with coefficients in k(c0, . . . , ct).

Then f | g in U(t) implies

f = w1(t)d1 · · ·ws(t)dsu

where u is a unit in U(t). But f is a series in w1(t), . . . , wm(t) with coefficients in k(U(t)).

Thus

f = w1(t)d1 · · ·ws(t)dsu(w1(t), . . . , wm(t)).

where the coefficients of u are in k(U(t)).

Now suppose that ν(f) = ∞. pmUm is the set of elements of Um of infinite value.

Otherwise, as argued above, we can perform a UTS T → T (1) to get σ(1) < σ(0). Thus

it suffices by 4) to prove the theorem when f = zr(i) − Qr(i) is a generator of pm. This

follows from 2’).

Case 2. Suppose that m > l. The proof is by induction on m− l, assuming that it is true

for smaller differences m− l.

First suppose that ν(f) < ∞. Set

f = wd1
1 · · ·wds

s f0
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where wi does not divide f0 for 1 ≤ i ≤ s. Set r = mult(f0(0, . . . , 0, wm). 0 ≤ r ≤ ∞. We

will also have an induction on r. If r = 0 we are done, so suppose that r > 0.

f0 =
∑

i

σi(w1, · · · , wm−1)wai
m +

∑

j

σj(w1, · · · , wm−1)waj
m

+
∑

k

σk(w1, · · · , wm−1)wak
m + wa

mΨ

where σi, σj , σk are power series with coefficients in k(U), Ψ is a power series in w1, · · · , wm

with coefficients in k(U), the first sum is over terms of minimum value ρ, a satisfies

aν(wm) > ρ, the (finitely many) terms in the second sum have finite value and the (finitely

many) terms in the second sum have infinite value.

By induction there is a CUTS (R, T
′′
(α), T (α)) and (S, U

′′
(α), U(α)) in the first m−1

variables such that

σi = w1(α)c1(i) · · ·ws(α)cs(i)ui

for all i,

σj = w1(α)c1(j) · · ·ws(α)cs(j)uj

for all j and

σk = w1(α)c1(k) · · ·ws(α)cs(k)uk

for all k where ui, uj , uk ∈ k(U(α))[[w1(α), . . . , wm−1(α)]], ui, uj are units for all i, j and

ν(w1(α)c1(k) · · ·ws(α)cs(k)) > ρ

for all k. Now perform a CUTS of type M3) where U(α) → U(α + 1) is of type IIm to get

f0 =w1(α + 1)e1 · · ·ws(α + 1)es(
∑

i

λiui(wm(α + 1) + 1)ai)

+
∑

j

w1(α1)ej
1 · · ·ws(α + 1)ej

sλjuj(wm(α + 1) + 1)aj

+
∑

k

w1(α + 1)ek
1 · · ·ws(α + 1)ek

s λkuk(wm(α + 1) + 1)ak

+
(
w1(α + 1)bs+1,1(α+1) · · ·ws(α + 1)bs+1,s(α+1)

)a

Ψ′

λi = d
c1(i)b1,s+1(α+1)+···+cs(i)bs,s+1(α+1)+bs+1,s+1(α+1)ai

α+1 .

Now perform a CUTS of type M1) T (α + 1) → T (α + 2), U(α + 1) → U(α + 2) to get

f0 = w1(α + 2)d1(α+2) · · ·ws(α + 2)ds(α+2)f1
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where

f1 =
d∑

i=1

λiui(wm(α + 2) + 1)ai + w1(α + 2) · · ·ws(α + 2)Ψ1,

Ψ1 a power series in w1(α + 2), . . . , wm(α + 2) with coefficients in k(U(α + 2)). Set

r1 = mult(f1(0, . . . , 0, wm(α + 2)). r1 < ∞ and r1 ≤ r.

As in the proof of Case 1) of B(m), there is a polynomial Pm,0 ∈ k(U)[w1, . . . , wm−1]

such that if we replace wm with

w̃
′
m = wm − Pm,0

we get a reduction r1 < r in U(α+2). By induction, we can construct a CUTS as desired.

Suppose that ν(f) = ∞. Given a CUTS (3.21) and i such that s ≤ i ≤ n, set

ai(t) = {h ∈ k(U(t))[[w1(t), . . . , wi(t)]]|ν(h) = ∞}.

f =
∞∑

i=0

σi(w1, . . . , wm−1)wi
m.

If ν(σi) = ∞ for all i, we can put f in the desired form by induction on m applied to a

finite set of generators of the ideal generated by the σi.

Suppose some ν(σi) < ∞ for some i. As in the proof of A(m), we can perform a UTS

in the first m variables to get

f = w1(t1)d1 · · ·ws(t1)dsf1

such that as in (3.31), there is a series A(w1(t1), . . . , wm−1(t1)) with coefficients in k(U(t1))

such that ν(wm(t1)−A) = ∞ and

f1 = u(wm(t1)−A)r + h

where u ∈ k(U(t1))[[w1(t1), . . . , wm(t1)]] is a unit power series, h ∈ am−1(t1) and r > 0.

By induction on m, we are reduced to the case

f = wm −A(w1, . . . , wm−1).

We can then put f in the desired form using the argument of Case 2) of the proof of B(m).
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Proof when 3) holds. Suppose that f is as in 3) of the statement of the theorem.

f =
∞∑

i=0

bi(w1, . . . , wm−1)wi
m.

Set Q =
∑∞

i=1 biw
i
m. After reindexing the wi, l + 1 ≤ i ≤ m, we may assume that

Q 6= 0. Q = w
n1(0)
1 · · ·wns(0)

s Q0 where wi does not divide Q0 for 1 ≤ i ≤ s. Set r =

mult(Q0(0, . . . , 0, wm). 1 ≤ r ≤ ∞. The proof will be by induction on r. Suppose that

r > 1.

ν( ∂f
∂wm

) < ∞ since ∂f
∂wm

∈ U
′′

and ν restricts to a rank 1 valuation of the quotient

field of U
′′
. Thus there must be some i > 0 such that ν(bi) < ∞.

Q0 =
d∑

i=1

σi(w1, . . . , wm−1)wai
m +

∑

j

σj(w1, . . . , wm−1)waj
m

+
∑

k

σk(w1, . . . , wm−1)wak
m + wa

mΨ

where the first sum is over terms of minimum value ρ, a satisfies aν(wm) > ρ, the (finitely

many) terms in the second sum have finite value and the (finitely many) terms in the third

sum have infinite value.

By 1) of the Theorem there is a CUTS (R, T
′′
(α), T (α)) and (S, U

′′
(α), U(α)) in the

first m− 1 variables such that

σi = w1(α)ci
1(α) · · ·ws(α)ci

s(α)ui

for all i,

σj = w1(α)cj
1(α) · · ·ws(α)cj

s(α)uj

for all j and

σk = w1(α)ci
1(α) · · ·ws(α)ck

s (α)uk

for all k

where ui, uj , uk ∈ k(U(α))[[w1(α), . . . , wm−1(α)]], ui, uj are units and

ν(w1(α)ci
1(α) · · ·ws(α)ck

s (α)) > ρ.
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Perform a UTS U(α) → U(α + 1) of type IIm to get

Q0 = w1(α + 1)ci
1(α+1) · · ·ws(α + 1)ci

s(α+1)(
∑

i

λiui(wm(α + 1) + 1)ai)

+
∑

j

w1(α + 1)cj
1(α+1) · · ·ws(α + 1)cj

s(α+1)λjuj(wm(α + 1) + 1)aj

+
∑

k

w1(α + 1)ck
1 (α+1) · · ·ws(α + 1)ck

s (α+1)λkuk(wm(α + 1) + 1)ak

+
(
w1(α + 1)bs+1,1(α+1) · · ·ws(α + 1)bs+1,s(α+1)

)a

Ψ′.

λi = d
ci
1(α)b1,s+1(α+1)+···+ci

s(α)bs,s+1(α+1)+bs+1,s+1(α+1)ai

α+1 .

Now perform a CUTS of type MI) T (α + 1) → T (α + 2), U(α + 1) → U(α + 2) to get

Q0 = w1(α + 2)ci
1(α+2) · · ·ws(α + 2)ci

s(α+2)(
d∑

i=1

λiui(wm(α + 2) + 1)ai

+ w1(α + 2) · · ·ws(α + 2)Ω).

Set

Q1 =
d∑

i=1

λiui(wm(α + 2) + 1)ai + w1(α + 2) · · ·ws(α + 2)Ω−
d∑

i=1

λiui.

Set r1 = mult(Q1(0, . . . , 0, wm(α + 2)). 0 < r1 < ∞ and r1 ≤ r.

Suppose r1 = r. Then as in (3.30) in the proof of A(m), ad = r, σr−1 6= 0 and

ν(σr−1) = ν(wm).

As in the argument of the proof of A(m), there is a polynomial

A1 ∈ k(U)[w1, . . . , wm−1] ⊂ U
′′

such that we can make a change of variables, replacing wm with w′m = wm − A1, to get

ν(w′m) > ν(wm). We have

ν(wm) ≤ ν(wr−1
m ) ≤ ν(

∂Q0

∂wm
)

since wr−1
m is a minimum value term of ∂Q0

∂wm
. ∂f

∂wm
∈ U

′′
and

∂f

∂wm
= w

n1(0)
1 . . . wns(0)

s

∂Q0

∂wm

65



implies ν( ∂Q0
∂wm

) < ∞. Now repeat the above procedure. Since

∂Q0

∂w′m
=

∂Q0

∂wm

we will achieve a reduction in r after a finite number of iterations by Lemma 1.3.

Thus after replacing wm with

w̃
′
m = wm − Pm,0

for some Pm,0 ∈ k(U)[w1, . . . , wm−1], we achieve a reduction r1 < r in U(α + 2).

Thus we can construct a CUTS (R, T
′′
(β), T (β)) and (S, U

′′
(β), U(β)) such that

f = L(w1(β), . . . , wm−1(β)) + w1(β)α1 · · · , ws(β)αsQ

where mult(Q(0, . . . , 0, wm(β)) = 1. Set

τ = ν(w1(β)α1 · · · , ws(β)αs).

Suppose that L is not in k(U(β))[[w1(β), . . . , wl(β)]]. Set

A = k(U(β))[[w1(β), . . . , wm−1(β)]].

We can write L = f1 + H, with

f1 ∈ k(U(β))[w1(β), . . . , wm−1(β)] ⊂ U
′′
(β),

H ∈ m(A)α where ν(m(A)α) > τ . After permuting the variables {wl+1(β), . . . , wm−1(β)}
we may assume that ∂f1

∂wm−1(β) 6= 0. Thus ν( ∂f1
∂wm−1(β) ) < ∞ since ∂f1

∂wm−1(β) ∈ U
′′
(β). By

induction on m, we can perform a CUTS in the first m− 1 variables to get

f1 = L′(w1(γ), . . . , wl(γ)) + w1(γ)β1 · · ·ws(γ)βsQ1

so that

Q1 = u(wm−1(γ) + w1(γ)g1 · · ·ws(γ)gsΣ)

where u ∈ k(U(γ))[[w1(γ), . . . , wm−1(γ)]] is a unit, Σ ∈ k(U(γ))[[w1(γ), . . . , wm−2(γ)]],

and

ν(wm−1(γ)) ≤ ν(w1(γ)g1 · · ·ws(γ)gs).
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Now perform a CUTS consisting of CUTSs of type M2), s + 1 ≤ r ≤ m − 1 (with

Pr,t = 0 for γ + 1 ≤ t ≤ δ − 1) and a CUTS of type M1) to get

H = w1(δ)d1(δ) · · ·ws(δ)ds(δ)Ψ

with

ν(w1(δ)d1(δ) · · ·ws(δ)ds(δ)) > τ.

Q1 = w1(δ)e1(δ) · · ·ws(δ)es(δ)u′(wm−1(δ) + φ′)

for some φ′ ∈ k(U(δ))[[w1(δ), . . . , wm−2(δ)]], and unit u′ ∈ k(U(δ))[[w1(δ), . . . , wm−1(δ)]].

After possibly interchanging wm−1(δ) and wm(δ) and performing a CUTS of type M1), we

have f in the form

f = L(w1(δ), . . . , wl(δ)) + w1(δ)α1 · · ·ws(δ)αsQ

where mult Q(0, . . . , 0, wm(δ)) = 1. Thus Q = u(wm(δ) + Ω) where

u ∈ k(U(δ))[[w1(δ), . . . , wm(δ)]]

is a unit and Ω ∈ k(U(δ))[[w1(δ), . . . , wm−1(δ)]]. After replacing wm(δ) with wm(δ) + Ψ,

where Ψ ∈ k(U(δ))[w1(δ), . . . , wm−1(δ)] ⊂ U
′′
(δ), we can assume that

Ω ∈ (w1(δ), . . . , wm−1(δ))B

where B is arbitrarilly large.

If ν(Q) < ∞, we can choose B so large that ν(Q) = ν(wm(δ)) < ν(Ω). Then by

the conclusions of 1) and 2) of the Theorem, we can perform a CUTS in the first m − 1

variables to get

Ω = w1(ε)g1 · · ·ws(ε)gsΣ

with ν(w1(ε)g1 · · ·ws(ε)gs) > ν(wm(ε)).

If ν(Q) = ∞, we must have ν(Ω) = ν(wm(δ)) < ∞. Then by 1) of the Theorem, we

can perform a CUTS in the first m− 1 variables to get

Ω = w1(ε)g1 · · ·ws(ε)gsΣ

with ν(w1(ε)g1 · · ·ws(ε)gs) = ν(wm(ε)).
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Theorem 3.9. Suppose that T ′′(0) ⊂ R̂ is a regular local ring essentially of finite type

over R such that the quotient field of T ′′(0) is finite over J , U ′′(0) ⊂ Ŝ is a regular

local ring essentially of finite type over S such that the quotient field of U ′′(0) is finite

over K, T ′′(0) ⊂ U ′′(0), T ′′(0) contains a subfield isomorphic to k(c0) for some c0 ∈
k(T ′′(0)) and U ′′(0) contains a subfield isomorphic to k(U ′′(0)). Suppose that R has

regular parameters (x1, . . . , xn), S has regular parameters (y1, . . . , yn), T ′′(0) has regular

parameters (x̃1, . . . , x̃n) and U ′′(0) has regular parameters (ỹ1, . . . , ỹn) such that

x̃1 = ỹ
c11

1 · · · ỹc1s

s φ1

...

x̃s = ỹ
cs1

1 · · · ỹcss

s φs

x̃s+1 = ỹs+1

...

x̃l = ỹl

where φ1, . . . , φs ∈ k(U ′′(0)), ν(x̃1), . . . , ν(x̃s) are rationally independent, det(cij) 6= 0.

Suppose that there exists a regular local ring R̃ ⊂ R such that (x1, . . . , xl) are regular

parameters in R̃ and k(R̃) ∼= k(c0). For 1 ≤ i ≤ l, there exists γi ∈ k(c0)[[x1, . . . , xl]]∩T ′′(0)

such that γi ≡ 1 mod (x1, . . . , xl) and

xi =
{

γix̃i 1 ≤ i ≤ l

x̃i l < i ≤ n.

In particular k(c0)[[x1, . . . , xl]] = k(c0)[[x̃1, . . . , x̃l]]. There exists γy
i ∈ U ′′(0) such that

yi = γy
i ỹi, γy

i ≡ 1 mod m(U ′′(0)) for 1 ≤ i ≤ n.

Suppose that one of the following three conditions holds.

1) f ∈ k(U ′′(0))[[ỹ1, . . . , ỹm]] for some m with l ≤ m ≤ n and ν(f) < ∞.

2) f ∈ k(U ′′(0))[[ỹ1, . . . , ỹm]] for some m with l < m ≤ n, ν(f) = ∞, and A ∈ N is

given.

3) f ∈ U ′′(0)− k(U ′′(0))[[ỹ1, . . . , ỹl]].

Then there exists a positive integer N0 such that for N ≥ N0, we can construct a

CRUTS along ν (R, T ′′(t), T (t)) and (S,U ′′(t), U(t)) with associated MTSs

S → S(t)
↑ ↑
R → R(t)
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such that the following holds. T ′′(t) contains a subfield k(c0, . . . , ct), U ′′(t) contains a

subfield isomorphic to k(U(t)), R(t) has regular parameters (x1(t), . . . , xn(t)), T ′′(t) has

regular parameters (x̃1(t), . . . , x̃n(t)), S(t) has regular parameters (y1(1), . . . , yn(t)), U ′′(t)

has regular parameters (ỹ1(t), . . . , ỹn(t)) such that

xi(t) =
{

γi(t)x̃i(t) 1 ≤ i ≤ l

x̃i(t) l < i ≤ n

where γi(t) ∈ k(c0, . . . , ct)[[x1(t), . . . , xl(t)]] units such that

γi(t) ≡ 1 mod (x1(t), . . . , xl(t)).

In particular,

k(c0, . . . , ct)[[x1(t), . . . , xl(t)]] = k(c0, . . . , ct)[[x̃1(t), . . . , x̃l(t)]].

For 1 ≤ i ≤ n there exists γy
i (t) ∈ U ′′(t) such that yi(t) = γy

i (t)ỹi(t),

γy
i (t) ≡ 1 mod m(U ′′(t)).

x̃1(t) = ỹ1(t)
c11(t) · · · ỹs(t)

c1s(t)φ1(t)(3.33)
...

x̃s(t) = ỹ1(t)
cs1(t) · · · ỹs(t)

css(t)φs(t)

x̃s+1(t) = ỹs+1(t)
...

x̃l(t) = ỹl(t)

φ1(t), . . . , φs(t) ∈ k(U(t)), ν(x̃1(t)), . . . , ν(x̃s(t)) are rationally independent, det(cij(t)) 6= 0

and there exists a regular local ring R̃(t) ⊂ R(t) such that (x1(t), . . . , xl(t)) are regular

parameters in R̃(t) and k(R̃(t)) ∼= k(c0, . . . , ct). Furthermore, xi(t) = xi for l + 1 ≤ i ≤ n,

yi(t) = yi for m + 1 ≤ i ≤ n, so that the CRUTS is in the first m variables where m = n

in case 3). Set nt,l = m
(
k(U(t))[[ỹ1(t), . . . , ỹl(t)]]

)
.

In case 1) we have

(3.34) f ≡ ỹ1(t)
d1 · · · ỹs(t)

dsu(ỹ1(t), . . . , ỹm(t)) mod m(U(t))N
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where u is a unit power series. Further if f ∈ k(U)[[ỹ1, . . . , ỹl]],

f ≡ ỹ1(t)
d1 · · · ỹs(t)

dsu(ỹ1(t), . . . , ỹl(t)) mod nN
t,l.

In case 2) we have

(3.35) f ≡ ỹ1(t)
d1 · · · ỹs(t)

dsΣ(ỹ1(t), . . . , ỹm(t)) mod m(U(t))N

with ν(ỹ1(t)d1 · · · ỹs(t)ds) > A. Further if f ∈ k(U)[[ỹ1, . . . , ỹl]],

f ≡ ỹ1(t)
d1 · · · ỹs(t)

dsu(ỹ1(t), . . . , ỹl(t)) mod nN
t,l.

In case 3) we have

(3.36) f ≡ P (ỹ1(t), . . . , ỹl(t)) + ỹ1(t)
d1 · · · ỹs(t)

dsH mod m(U(t))N

where P is a series with coefficients in k(U(t)) and

H = u(ỹl+1(t) + ỹ1(t)
g1 · · · ỹs(t)

gsΣ)

where u ∈ U(t) is a unit, Σ ∈ k(U(t))[[ỹ1(t), . . . , ỹl(t), ỹ1+2(t), . . . , ỹn(t)]] and

ν(ỹl+1(t)) ≤ ν(ỹ1(t)
g1 · · · ỹs(t)

gs).

Proof: Set T = R̂, U = Ŝ, T
′′

= T ′′(0), U
′′

= U ′′(0). Set zi = x̃i, wi = ỹi for 1 ≤ i ≤ n.

In case 3) set m = n. By Theorem 3.8 there is a CUTS along ν (R, T
′′
(t), T (t)) and

(S, U
′′
(t), U(t))

U(0) → U(t)
↑ ↑

T (0) → T (t)

so that in the notation of Theorem 3.8 and its proof, for 0 ≤ α ≤ t, T
′′
(α) has regular

parameters

(z1(α), . . . , zn(α)) and (z̃
′
1(α), . . . , z̃

′
n(α)),

U
′′
(α) has parameters

(w1(α), . . . , wn(α)) and (w̃
′
1(α), . . . , w̃

′
n(α))

such that in case 1) we have

f = w1(t)d1 · · ·ws(t)dsu(w1(t), . . . , wm(t))
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where u is a unit power series. In case 2) we have

f = w1(t)d1 · · ·ws(t)dsΣ(w1(t), . . . , wm(t))

where ν(w1(t)d1 · · ·ws(t)ds) > A. In case 3) we have

f = P (w1(t), . . . , wl(t)) + w1(t)d1 · · ·ws(t)dsH.

for some powerseries P ∈ k(U(t))[[w1(t), . . . , wl(t)]],

H = u(wn(t) + w1(t)g1 · · ·ws(t)gsΣ)

where u ∈ U(t) is a unit, Σ ∈ k(U(t))[[w1(t), . . . , wn−1(t)]] and

ν(wn(t)) ≤ ν(w1(t)g1 · · ·ws(t)gs).

Step 1. Fix N > 0. To begin with, we will construct commutative diagrams of inclusions

of regular local rings

(3.37)
U ′(α) → U ′′(α) → U(α)
↑ ↑ ↑

T ′(α) → T ′′(α) → T (α)

for 1 ≤ α ≤ t such that T (α) = T ′(α) ,̂ U(α) = U ′(α)ˆ for all α, T ′′(α) has regular

parameters

(x1(α), . . . , xn(α)), (x̃1(α), . . . , x̃n(α)), (x̃
′
1(α), . . . , x̃

′
n(α)).

U ′′(α) has regular parameters

(y1(α), . . . , yn(α)), (ỹ1(α), . . . , ỹn(α)), (ỹ
′
1(α), . . . , ỹ

′
n(α)).

where xi(0) = x̃i and yi(0) = ỹi for 1 ≤ i ≤ n. We will have isomorphisms

ηα
T : k(T (α)) → k(T (α)) and(3.38)

ηα
U : k(U(α)) → k(U(α))

such that the diagrams

(3.39)
k(T (α)) → k(T (α + 1))

↑ ↑
k(T (α)) → k(T (α + 1))
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and
k(U(α)) → k(U(α + 1))

↑ ↑
k(U(α)) → k(U(α + 1))

commute for 0 ≤ α ≤ t− 1. For all α we will have

x1(α) = y1(α)c11(α) · · · ys(α)c1s(α)φ1(α)(3.40)
...

xs(α) = y1(α)cs1(α) · · · ys(α)css(α)φs(α)

xs+1(α) = ys+1(α)
...

xl(α) = yl(α)

with φ1(α), . . . , φs(α) ∈ k(U(α)) the coefficients of (3.22) of Theorem 3.8, (cij(α)) the

exponents of (3.22) of Theorem 3.8.

We will construct (3.37) inductively. Suppose that (3.37) has been constructed out to

T (α) → U(α) and regular parameters (x1(α), . . . , xn(α)) in T ′′(α) and (y1(α), . . . , yn(α))

in U ′′(α) have been defined so that (3.38) and (3.40) hold.

If we identity k(T (α)) with k(T (α)) and k(U(α)) with k(U(α)) we have isomorphisms

T (α) ∼= k(T (α))[[x1(α), . . . , xn(α)]] and U(α) ∼= k(U(α))[[y1(α), . . . , yn(α)]].

We can choose Λα and Ωi,α arbitrarily subject to the following conditions, to define

regular parameters in T ′′(α) by

(3.41)

x̃i(α) =
{

xr(α) + Λα(x1(α), . . . , xl(α)) if T (α− 1) → T (α) is of type IIr and i = r

xi(α) otherwise
with Λα ∈ k(c0, . . . , cα)[[x1(α), . . . , xl(α)]] ∩ T ′′(α) and mult(Λα) ≥ N . We will take

Λ0 = 0.

Recall that the Pi,α constructed in Theorem 3.8 are polynomials with coefficients in

k(c0, . . . , cα) if i ≤ l. Define

(3.42)

x̃
′
i(α) =

{
x̃i(α)− Pi,α(x̃1(α), . . . , x̃i−1(α)) + Ωi,α(x̃1(α), . . . , x̃l(α)), if s + 1 ≤ i ≤ l

x̃i(α) otherwise
with Ωi,α ∈ k(c0, . . . , cα)[[x1(α), . . . , xl(α)]] ∩ T ′′(α) and mult(Ωi,α) ≥ N . (If Pi,α = 0, or

if 1 ≤ i ≤ s we will have x′i(α) = x̃i(α).) We then have

k(c0, . . . , cα)[[x1(α), . . . , xl(α)]] = k(c0, . . . , cα)[[x̃1(α), . . . , x̃l(α)]]

= k(c0, . . . , cα)[[x̃
′
1(α), . . . , x̃

′
l(α)]]
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and

xi(α) = x̃i(α) = x̃
′
i(α) = xi

for l < i ≤ n. Define

(3.43) ỹi(α) =





x̃i(α) if s + 1 ≤ i ≤ l

yi(α) + Λα(y1(α), . . . , yn(α)), if S(α− 1) → S(α) is of type IIr
and i = r ≥ l + 1

yi(α) otherwise

with Λα ∈ U ′′(α) and mult(Λα) ≥ N . We will take Λ0 = 0.

Recall that the Pi,α constructed in Theorem 3.8 are polynomials with coefficents in

k(U(α)) for l + 1 ≤ i. Define

(3.44)

ỹ
′
i(α) =





x̃
′
i(α) if s + 1 ≤ i ≤ l

ỹi(α)− Pi,α(ỹ1(α), . . . , ỹi−1(α)) + Ωi,α(ỹ1(α), . . . , ỹn(α)) if l + 1 ≤ i ≤ m

ỹi(α) otherwise

with Ωi,α ∈ U ′′(α) and mult(Ωi,α) ≥ N .

These variables are such that for all α,

k(U(α))[[y1(α), . . . , yl(α)]] = k(U(α))[[ỹ1(α), . . . , ỹl(α)]] = k(U(α))[[ỹ
′
1(α), . . . , ỹ

′
l(α)]]

and yi(α) = ỹi(α) = ỹ
′
i(α) = yi for m < i ≤ n.

If T (α) → T (α+1) is of type I, defined by (3.24) of Theorem 3.8, T (α) → T (α+1) will

be the UTS of type I such that T ′′(α+1) has regular parameters (x1(α+1), . . . , xn(α+1))

defined by

x̃
′
1(α) = x1(α + 1)a11(α+1) · · ·xs(α + 1)a1s(α+1)(3.45)

...

x̃
′
s(α) = x1(α + 1)as1(α+1) · · ·xs(α + 1)ass(α+1).

Suppose that T (α) → T (α + 1) is of type IIr, defined by (3.25) of Theorem 3.8. Set

(eij) = (aij(α + 1))−1,

M1 = x̃
′
1(α)e11 · · · x̃′s(α)e1s x̃

′
r(α)e1,s+1(3.46)

...

Ms = x̃
′
1(α)es1 · · · x̃′s(α)ess x̃

′
r(α)es,s+1

Mr = x̃
′
1(α)es+1,1 · · · x̃′s(α)es+1,s x̃

′
r(α)es+1,s+1 .
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Let k1 be the integral closure of k in T (α). Set

A =
(
T ′′(α)[M1, . . . , Ms,Mr]⊗k1 k(T (α + 1))

)
a

where

a = (M1, . . . ,Ms, x̃
′
s+1(α), . . . , x̃

′
r−1(α),Mr − cα+1, x̃

′
r+1(α), . . . , x̃

′
n(α)).

Set q1 = T ′′(α)[M1, . . . ,Ms,Mr] ∩ a where the intersection is in A. Define

T ′(α + 1) = T ′′(α)[M1, . . . , Ms, Mr]q1 .

Define T (α + 1) = T ′(α + 1) .̂ Our inclusion T ′(α + 1) ⊂ A induces an isomorphism

ηα+1
T : k(T (α + 1)) → k(T (α + 1)). We can thus identify cα+1 with (ηα+1

T )−1(cα+1).

T (α + 1) has regular parameters (x̂1(α + 1), . . . , x̂n(α + 1)) defined by

(3.47) x̂i(α + 1) =





Mi 1 ≤ i ≤ s

Mr − cα+1 i = r

x̃
′
i(α) s < i, i 6= r

Set

(3.48) T ′′(α + 1) = T ′′(α)

[
cα+1,

(
x̂r(α + 1)

cα+1
+ 1

) 1
cα+1

]

(x̂1(α+1),...,x̂n(α+1))

where
(

x̂r(α+1)
cα+1

+ 1
) 1

cα+1 has residue 1 in k(T (α + 1)). T ′′(α + 1) has regular parameters

(x1(α + 1), . . . , xn(α + 1)) defined by

(3.49) xi(α + 1) =





x̂i(α + 1)
(

x̂r(α+1)
cα+1

+ 1
)−γi(α+1)

1 ≤ i ≤ s

(
x̂r(α+1)

cα+1
+ 1

) 1
cα+1 − 1 i = r

x̂i(α + 1) s < i, i 6= r

Then T (α) → T (α + 1) is a UTS of type IIr with

x̃
′
1(α) = x1(α + 1)a11(α+1) · · ·xs(α + 1)a1s(α+1)c

a1,s+1(α+1)
α+1(3.50)

...

x̃
′
s(α) = x1(α + 1)as1(α+1) · · ·xs(α + 1)ass(α+1)c

as,s+1(α+1)
α+1

x̃
′
r(α) = x1(α + 1)as+1,1(α+1) · · ·xs(α + 1)as+1,s(α+1)(xr(α + 1) + 1)cas+1,s+1(α+1)

α+1
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If U(α) → U(α+1) is of type I, defined by (3.26) of Theorem 3.8, U(α) → U(α+1) will

be the UTS of type I such that U ′′(α+1) has regular parameters (y1(α+1), . . . , ys(α+1))

defined by

ỹ
′
1(α) = y1(α + 1)b11(α+1) · · · ys(α + 1)b1s(α+1)(3.51)

...

ỹ
′
s(α) = y1(α + 1)bs1(α+1) · · · ys(α + 1)bss(α+1).

Suppose that U(α) → U(α + 1) is of type IIr, defined by (3.27) of Theorem 3.8. Set

(fij) = (bij(α + 1))−1,

N1 = ỹ
′
1(α)f11 · · · ỹ′s(α)f1s ỹ

′
r(α)f1,s+1(3.52)

...

Ns = ỹ
′
1(α)fs1 · · · ỹ′s(α)ess ỹ

′
r(α)fs,s+1

Nr = ỹ
′
1(α)fs+1,1 · · · ỹ′s(α)fs+1,s ỹ

′
r(α)fs+1,s+1 .

Let k2 be the integral closure of k in U(α). Set

(3.53) B =
(
U ′′(α)[N1, . . . , Ns, Nr]⊗k2 k(U(α + 1))

)
b

where

b = (N1, . . . , Ns, ỹ
′
s+1(α), . . . , ỹ

′
r−1(α), Nr − dα+1, ỹ

′
r+1(α), . . . , ỹ

′
s+1(α)).

Set q2 = U ′′(α)[N1, . . . , Ns, Nr] ∩ b where the intersection is in B. Define

(3.54) U ′(α + 1) = U ′′(α)[N1, . . . , Ns, Nr]q2 .

Define U(α + 1) = U ′(α + 1) .̂ Our inclusion U ′(α + 1) ⊂ B induces an isomorphism

ηα+1
U : k(U(α + 1)) → k(U(α + 1)). We can thus identify dα+1 with (ηα+1

U )−1(dα+1).

U(α + 1) has regular parameters (ŷ1(α + 1), . . . , ŷn(α + 1)) defined by

(3.55) ŷi(α + 1) =





Ni 1 ≤ i ≤ s

Nr − dα+1 i = r

ỹ
′
i(α) s < i, i 6= r

Set

(3.56) U ′′(α + 1) = U ′′(α)

[
dα+1,

(
ŷr(α + 1)

dα+1
+ 1

) 1
dα+1

]

(ŷ1(α+1),...,ŷn(α+1))
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where
(

ŷr(α+1)
dα+1

+ 1
) 1

dα+1 has residue 1 in k(U(α + 1)). U ′′(α + 1) has regular parameters

(y1(α + 1), . . . , yn(α + 1)) defined by

(3.57) yi(α + 1) =





ŷi(α + 1)
(

ŷr(α+1)
dα+1

+ 1
)−τi(α+1)

1 ≤ i ≤ s

(
ŷr(α+1)

dα+1
+ 1

) 1
dα+1 − 1 i = r

ŷi(α + 1) s < i, i 6= r

Then U(α) → U(α + 1) is a UTS of type IIr with

(3.58)

ỹ
′
1(α) = y1(α + 1)b11(α+1) · · · ys(α + 1)b1s(α+1)d

b1,s+1(α+1)
α+1

...

ỹ
′
s(α) = y1(α + 1)bs1(α+1) · · · ys(α + 1)bss(α+1)d

bs,s+1(α+1)
α+1

ỹ
′
r(α) = y1(α + 1)bs+1,1(α+1) · · · ys(α + 1)bs+1,s(α+1)(yr(α + 1) + 1)dbs+1,s+1(α+1)

α+1 .

We will now prove that (3.37), (3.39) and (3.40) hold for α + 1. The essential case is

when T (α) → T (α + 1) is of type IIr with s + 1 ≤ r ≤ l.

By (3.13) of Lemma 3.4 in the construction of T (α) → T (α+1) and U(α) → U(α+1),

M1 = Ng11
1 · · ·Ng1s

s Ng1,s+1
r β1(3.59)

...

Ms = Ngs1
1 · · ·Ngss

s Ngs,s+1
r βs

Mr = Ngs,s+1
r βr

βi = φ1(α)ei1 · · ·φs(α)eis ∈ k(U(α)) ⊂ U ′′(α) for 1 ≤ i ≤ s,

βr = φ1(α)es+1,1 · · ·φs(α)es+1,s .

(gij) = (aij(α + 1))−1

(
(cij(α)) 0

0 1

)
(bij(α + 1))

gs+1,1 = · · · = gs+1,s = 0 and gij ≥ 0 for all i, j. Thus T ′′(α)[M1, . . . , Ms,Mr] ⊂
U ′′(α)[N1, . . . , Ns, Nr]. Our inclusion k(T (α+1)) → k(U(α+1)) induces an identification

cα+1 = d
gs+1,s+1
α+1 βr. Then by (3.16) of Lemma 3.4,

Mr − cα+1 = Ngs+1,s+1
r βr − cα+1 = (Ngs+1,s+1

r − d
gs+1,s+1
α+1 )βr

=
gs+1,s+1∏

i=1

(Nr − ωidα+1)βr
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where ω is a primitive gs+1,s+1-th root of unity (in an algebraic closure of k(U(α + 1))).

Thus Nr − dα+1 divides Mr − cα+1 in U ′′(α)[N1, . . . , Ns, Nr] and we have an inclusion

A ⊂ B which induces T ′(α + 1) ⊂ U ′(α + 1) and T (α + 1) ⊂ U(α + 1). Thus (3.39) holds

for α + 1.

By the argument of Lemma 3.4 in the construction of T (α + 1) → U(α + 1) and

(3.47)-(3.49), (3.55)-(3.57), we have that T ′′(α+1) ⊂ U ′′(α+1) and (3.40) holds for α+1.

Step 2.

Suppose that T (t) → U(t) is constructed as in Step 1, and f satisfies 1), 2) or 3) in

the statement of Theorem 3.9. We will show that f satisfies the respective equation (3.34),

(3.35) or (3.36) in U(t). It suffices to prove the following statement.

Suppose that 0 ≤ j ≤ t and f j is defined by f(w1, · · · , wn) = f j(w1(j), · · · , wn(j)) in

U(j). Then

(3.60) f(ỹ1, · · · , ỹn) ≡ f j(y1(j), · · · , yn(j)) mod m(U(j))N .

The statement (3.60) will be proved by induction on j. By induction, suppose that

f(ỹ1, · · · , ỹn) ≡ f j(y1(j), · · · , yn(j)) mod m(U(j))N .

We have f j(w1(j), · · · , wn(j)) = f j+1(w1(j + 1), · · · , wn(j + 1)) in U(j + 1).

There are series P i,j with coefficients in k(U(j)) such that

P i,j(w̃
′
1(j), · · · , w̃

′
i−1(j)) =

{
Pi,j(z1(j), · · · , zi−1(j)) s + 1 ≤ i ≤ l

Pi,j(w1(j), · · · , wi−1(j)) l + 1 < i

We have

f(ỹ1, · · · , ỹn) ≡f j(y1(j), · · · , yn(j)) mod m(U(j + 1))N

≡f j(ỹ
′
1(j), · · · , ỹ

′
s(j),

ỹ
′
s+1(j) + P s+1,j(ỹ

′
1(j), · · · , ỹ

′
s(j)), · · · ,

ỹ
′
n(j) + Pn,j(ỹ

′
1(j), · · · , ỹ

′
n−1(j))) mod m(U(j + 1))N

≡f j+1(y1(j + 1), · · · , yn(j + 1)) mod m(U(j + 1))N

Set nα,l = m (k(U(α))[[y1(α), . . . , yl(α)]]) for 1 ≤ α ≤ t. In the case of f(ỹ1, . . . , ỹl) ∈
k(U)[[ỹ1, . . . , ỹl]], the above argument is valid with n replaced by l and m(U(j+1)) replaced

by nj+1,l, since U(0) → U(t) is then a UTS in the first l variables.
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Step 3. Now we will construct, with suitable choice of the series Λα and Ωi,α, in (3.41)-

(3.44) of Step 1, and our fixed N , a CRUTS (R, T ′′(t), T (t)) and (S,U ′′(t), U(t)) with

associated MTS (3.61)

(3.61)
S = S(0) → S(1) → · · · → S(t)

↑ ↑ ↑
R = R(0) → R(1) → · · · → R(t)

such that R(α) has regular parameters

(x1(α), . . . , xn(α)), (x̃1(α), . . . , x̃n(α)), (x̃′1(α), . . . , x̃′n(α)).

S(α) has regular parameters

(y1(α), . . . , yn(α)), (ỹ1(α), . . . , ỹn(α)), (ỹ′1(α), . . . , ỹ′n(α)).

(3.61) will consist of three types of MTSs.

M1) R(α) → R(α + 1) and S(α) → S(α + 1) are of type I.

M2) R(α) → R(α + 1) is of type IIr, s + 1 ≤ r ≤ l, and S(α) → S(α + 1) is a MTS of type

IIr, followed by a MTS of type I.

M3) R(α) = R(α + 1) and S(α) → S(α + 1) is of type IIr (l + 1 ≤ r ≤ m).

There exists for all α a regular local ring R̃(α) ⊂ R(α) such that R̃(α) has regular

parameters (x1(α), . . . , xl(α)) and R̃(α)ˆ∼= k(c0, . . . , cα)[[x1(α), . . . , xl(α)]].

The series Λα in (3.41) is chosen so that

xi(α) = γi(α)x̃i(α)

for 1 ≤ i ≤ l where γi(α) ∈ k(c0, . . . , cα)[[x1(α), . . . xl(α)]] ∩ T ′′(α) are units such that

γi(α) ≡ 1 mod (x1(α), . . . , xl(α)). In fact, in conjunction with an appropriate choice of

λα−1 in (3.63) below, we will have xr(α) = γr(α)xr(α) + ψα where

ψα ∈ k(c0, . . . , cα)[[x1(α), . . . , xl(α)]],

and mult(ψα) ≥ N if R(α− 1) → R(α) is of type IIr.

The series Ωi,α in (3.42) is chosen so that we can define regular parameters x̃i(α) in

R(α) by

(3.62) x̃i(α) =

{
γi(α)x̃

′
i(α) 1 ≤ i ≤ l

x̃
′
i(α) l < i
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(If Pi,α = 0, or if 1 ≤ i ≤ s we will have x̃i(α) = xi(α).) Define regular parameters x̃′i(α)

in R(α) by

(3.63) x̃′i(α) =
{

λαx̃r(α), if R(α) → R(α + 1) is of type IIr and i = r

x̃i(α) otherwise

We will have λα ∈ R̃(α) ⊂ k(c0, . . . , cα)[[x1(α), . . . , xl(α)]], λα ≡ 1 mod m(R̃(α)).

These variables are such that for all α,

k(c0, . . . , cα)[[x1(α), . . . , xl(α)]] = k(c0, . . . , cα)[[x̃1(α), . . . , x̃l(α)]]

= k(c0, . . . , cα)[[x̃′1(α), . . . , x̃′l(α)]]

= k(c0, . . . , cα)[[x1(α), . . . , xl(α)]] = k(c0, . . . , cα)[[x̃1(α), . . . , x̃l(α)]]

= k(c0, . . . , cα)[[x̃
′
1(α), . . . , x̃

′
l(α)]]

and

xi(α) = x̃i(α) = x̃′i(α) = xi(α) = x̃i(α) = x̃
′
i(α)

for l < i ≤ n.

k(c0, . . . , cα) ⊂ k(R(α)) and k(R̃(α)) ∼= k(c0, . . . , cα) for all i.

The series Λα in (3.43) is chosen so that

yi(α) = γy
i (α)ỹi(α)

where γy
i (α) ∈ U ′′(α) is a unit such that γy

i (α) ≡ 1 mod m(U ′′(α)) for 1 ≤ i ≤ m. In

fact, we will have yr(α) = γy
r (α)yr(α) + ψα where ψα ∈ S(α) ,̂ and mult(ψα) ≥ N if

S(α− 1) → S(α) is of type IIr, with l + 1 ≤ r.

The series Ωi,α in (3.44) is chosen so that we can define regular parameters ỹi(α) in

S(α) by

(3.64) ỹi(α) = γy
i (α)ỹ

′
i(α).

which satisfy

ỹi(α) =





yi(α) if 1 ≤ i ≤ s or m < i ≤ n

x̃i(α) if s + 1 ≤ i ≤ l

γy
i (α)ỹ

′
i(α), if l + 1 ≤ i ≤ m.

We will have γy
i (α) = γi(α) if s + 1 ≤ i ≤ l. Define regular parameters ỹ′i(α) in S(α) by

(3.65) ỹ′i(α) =





x̃′i(α) if s + 1 ≤ i ≤ l

λαỹr(α) if S(α) → S(α + 1) is of type IIr with r ≥ l + 1, i = r

ỹi(α) otherwise
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We will have λα ∈ S(α), λα ≡ 1 mod m(S(α)).

These variables are such that for all α, yi(α) = ỹi(α) = yi for m < i ≤ n.

Suppose that we have constructed the CRUTS out to (R, T ′′(α), T (α)) and

(S, U ′′(α), U(α)), the MTS out to

S → S(α)
↑ ↑
R → R(α)

,

we have constructed R̃(α) ⊂ R(α) and have defined regular parameters (x1(α), . . . , xn(α))

in R(α), (x1(α), . . . , xn(α)), (x̃1(α), . . . , x̃n(α)) in T ′′(α), (y1(α), . . . , yn(α)) in S(α), (y1(α), . . . , yn(α))

and (ỹ1(α), . . . , ỹn(α)) in U ′′(α).

Case 1. Suppose that both T (α) → T (α + 1) and U(α) → U(α + 1) are of type I. By

assumption xi(α) = γi(α)x̃i(α) for 1 ≤ i ≤ l.

−γi(α)Pi,α(x̃1(α), . . . , x̃i−1(α)) ∈ k(c0, . . . , cα)[[x̃1(α), . . . , x̃l(α)]] = R̃(α) ,̂

the completion of R̃(α) for s + 1 ≤ i ≤ l. Thus there exists A ∈ R̃(α) ⊂ R(α),

Ωi,α ∈ m
(
k(c0, . . . , cα)[[x̃1(α), . . . , x̃l(α)]]

)N
such that A−Ωi,α = −γi(α)Pi,α. Set Ωi,α =

γi(α)−1Ωi,α.

γi(α)[x̃i(α)− Pi,α + Ωi,α]

= γi(α)x̃i(α)− γi(α)Pi,α + Ωi,α

= xi(α) + A ∈ R̃(α).

Thus by suitable choice of the Ωi,α, we have regular parameters x̃′i(α) in R(α) and regular

parameters x̃
′
i(α) in T ′′(α) satisfying (3.62) and (3.63). We can also define Ωi,α for l +1 ≤

i ≤ m to get regular parameters ỹ′i(α) in S(α), and regular parameters ỹ
′
i(α) in U ′′(α)

satisfying (3.64) and (3.65). Define R(α) → R(α + 1) and S(α) → S(α + 1) by

x̃′1(α) = x1(α + 1)a11(α+1) · · ·xs(α + 1)a1s(α+1)

...

x̃′s(α) = x1(α + 1)as1(α+1) · · ·xs(α + 1)ass(α+1)

and

ỹ′1(α) = y1(α + 1)b11(α+1) · · · ys(α + 1)b1s(α+1)

...

ỹ′s(α) = y1(α + 1)bs1(α+1) · · · ys(α + 1)bss(α+1).
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Then T (α + 1) = R(α + 1)ˆ and U(α + 1) = S(α + 1) .̂ Set x̃i(α + 1) = xi(α + 1),

ỹi(α + 1) = yi(α + 1) for all i.

Set (eij) = (aij(α + 1))−1, set

γi(α + 1) =
{

γ1(α)ei1 · · · γs(α)eis 1 ≤ i ≤ s

γi(α) s < i ≤ l

γi(α + 1) ∈ k(c0, . . . , cα+1)[[x1(α + 1), . . . , xl(α + 1)]] ∩ T ′′(α + 1) for 1 ≤ i ≤ l.

xi(α + 1) =
{

γi(α + 1)x̃i(α + 1) 1 ≤ i ≤ l

x̃i(α + 1) l + 1 < i ≤ n

Set (fij) = (bij(α + 1))−1, set

γy
i (α + 1) =

{
γy
1 (α)fi1 · · · γy

s (α)fis 1 ≤ i ≤ s

γy
i (α) s < i ≤ n

Then yi(α + 1) = γy
i (α + 1)ỹi(α + 1) for 1 ≤ i ≤ n. Set

R̃(α + 1) = R̃(α)[x1(α + 1), . . . , xs(α + 1)](x1(α+1),...,xl(α+1)).

Case 2. Suppose that both T (α) → T (α + 1) and U(α) → U(α + 1) are of type IIr with

s + 1 ≤ r ≤ l. By suitable choice of the Ωi,α as in Case 1, we have regular parameters

x̃i(α) in R(α) and regular parameters ỹi(α) in S(α) satisfying (3.62) and (3.64). Set

(eij) = (aij(α + 1))−1. Choose λα ∈ R̃(α) ⊂ R(α) in (3.63) so that

γ1(α)es+1,1 · · · γs(α)es+1,sγr(α)es+1,s+1λes+1,s+1
α(3.66)

≡ 1 mod (x1(α), . . . , xl(α))Nk(c0, . . . , cα)[[x1(α), . . . , xl(α)]].

Set

A1 = x̃′1(α)e11 · · · x̃′s(α)e1s x̃′r(α)e1,s+1(3.67)
...

As = x̃′1(α)es1 · · · x̃′s(α)ess x̃′r(α)es,s+1

Ar = x̃′1(α)es+1,1 · · · x̃′s(α)es+1,s x̃′r(α)es+1,s+1

where (eij) = (aij(α + 1))−1.

Let k3 be the integral closure of k in R(α). We have

k3 → k(R(α)) → k(T (α)) → k(T (α + 1)).
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Set

C = (R(α)[A1, . . . , As, Ar]⊗k3 k(T (α + 1)))c

where c = (A1, . . . , As, x̃
′
s+1(α), . . . , x̃′r−1(α), Ar − cα+1, x̃

′
r+1(α), . . . , x̃′n(α)). Set q3 =

R(α)[A1, . . . , As, Ar] ∩ c where the intersection is in C. Define

R(α + 1) = R(α)[A1, . . . , As, Ar]q3 .

Our construction gives an isomorphism k(R(α + 1)) ∼= k(T (α +1)). Define regular param-

eters (x∗1(α + 1), . . . , x∗n(α + 1)) in R(α + 1)ˆ by

(3.68) x∗i (α + 1) =





Ai 1 ≤ i ≤ s

Ar − cα+1 i = r

x̃′i(α) s < i, i 6= r

x̃′1(α) = x∗1(α + 1)a11(α+1) · · ·x∗s(α + 1)a1s(α+1)(x∗r(α + 1) + cα+1)a1,s+1(α+1)

...

x̃′s(α) = x∗1(α + 1)as1(α+1 · · ·x∗s(α + 1)ass(α+1)(x∗r(α + 1) + cα+1)as,s+1(α+1)

x̃′r(α) = x∗1(α + 1)as+1,1(α+1) · · ·x∗s(α + 1)as+1,s(α+1)(x∗r(α + 1) + cα+1)as+1,s+1(α+1)

Set R̃(α + 1) = R̃(α)[A1, . . . , As, Ar]q where q = R̃(α)[A1, . . . , As, Ar] ∩ c.

k(R̃(α + 1)) ∼= k(R̃(α))(cα+1) ∼= k(c0, . . . , cα+1)

and

R̃(α + 1)ˆ ∼= k(c0, . . . , cα+1)[[x∗1(α + 1), . . . , x∗l (α + 1)]].

Set

B1 = ỹ′1(α)f11 · · · ỹ′s(α)f1s ỹ′r(α)f1,s+1(3.69)
...

Bs = ỹ′1(α)fs1 · · · ỹ′s(α)fss ỹ′r(α)fs+1,s+1

Br = ỹ′1(α)fs+1,1 · · · ỹ′s(α)fs+1,s ỹ′r(α)fs+1,s+1

where (fij) = (bij(α + 1))−1. Let k4 be the integral closure of k in S(α). We have

k4 → k(S(α)) → k(U(α)) → k(U(α + 1)).
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Set

D = (S(α)[B1, . . . , Bs, Br]⊗k4 k(U(α + 1)))d

where d = (B1, . . . , Bs, ỹ
′
s+1(α), . . . , ỹ′r−1(α), Br − dα+1, ỹ

′
r+1(α), . . . , ỹ′n(α)). Set q4 =

S(α)[B1, . . . , Bs, Br] ∩ d where the intersection is in D. Define

S(α + 1) = S(α)[B1, . . . , Bs, Br]q4 .

Our construction gives an isomorphism k(S(α + 1)) ∼= k(U(α + 1)). Define regular param-

eters (y∗1(α + 1), . . . , y∗n(α + 1)) in S(α + 1)ˆ by

(3.70) y∗i (α + 1) =





Bi 1 ≤ i ≤ s

Br − dα+1 i = r

ỹ′i(α) s < i, i 6= r

ỹ′1(α) = y∗1(α + 1)b11(α+1) · · · y∗s (α + 1)b1s(α+1)(y∗r (α + 1) + dα+1)b1,s+1(α+1)

...

ỹ′s(α) = y∗1(α + 1)bs1(α+1 · · · y∗s (α + 1)bss(α+1)(y∗r (α + 1) + dα+1)bs,s+1(α+1)

ỹ′r(α) = y∗1(α + 1)bs+1,1(α+1) · · · y∗s (α + 1)bs+1,s(α+1)(y∗r (α + 1) + dα+1)bs+1,s+1(α+1).

Set σi = γ1(α)ei1 · · · γs(α)eisγr(α)ei,s+1λ
ei,s+1
α for 1 ≤ i ≤ s, and set

σr = γ1(α)es+1,1 · · · γs(α)es+1,sγr(α)es+1,s+1λes+1,s+1
α .

By (3.62), (3.63), (3.46) and (3.67)

A1 = σ1M1(3.71)
...

As = σsMs

Ar = σrMr.

Thus R(α)[A1, . . . , As, Ar] ⊂ T ′′(α)[M1, . . . , Ms, Mr]. We then have an inclusion C → A

which induces an inclusion R(α + 1) → T ′(α + 1). By (3.68), (3.71), (3.47) and (3.49),

x∗i (α + 1) = σi(xr(α + 1) + 1)cα+1γi(α+1)xi(α + 1)
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for 1 ≤ i ≤ s and

x∗r(α + 1) + cα+1 = σr(x̂r(α + 1) + cα+1)

= σr

(
cα+1(xr(α + 1) + 1)cα+1

)

= σr(cα+1cα+1uxr(α + 1) + cα+1)

where u ∈ Q[xr(α + 1)] is a polynomial with constant term 1.

x∗r(α + 1)
cα+1cα+1

= σruxr(α + 1) +
σr − 1
cα+1

By (3.66), T (α+1) = R(α+1)ˆ since k(R(α+1)) ∼= k(T (α+1)), (x∗1(α+1), . . . , x∗n(α+1))

are regular parameters in T (α + 1).

Thus there exists

Ω ∈ (x1(α + 1), . . . , xl(α + 1))Nk(c0, . . . , cα+1)[[x1(α + 1), . . . , xl(α + 1)]]

such that

σruxr(α + 1) + Ω ∈ R̃(α + 1) ⊂ R(α + 1).

Set

xi(α + 1) =
{

x∗i (α + 1) i 6= r

σruxr(α + 1) + Ω i = r

γi(α + 1) =





σi(xr(α + 1) + 1)cα+1γi(α+1) 1 ≤ i ≤ s

σru i = r

γi(α) s < i ≤ l, i 6= r

Set Λα+1 = σ−1
r u−1Ω. By definition

x̃i(α + 1) =
{

xr(α + 1) + Λα+1 i = r

xi(α + 1) i 6= r

Then (x1(α + 1), . . . , xn(α + 1)) are regular parameters in R(α + 1) and

xi(α + 1) = γi(α + 1)x̃i(α + 1)

for 1 ≤ i ≤ l. Since σi ∈ T ′′(α) for all i, cα+1 ∈ T ′′(α + 1), cα+1γi(α + 1) are integers and

(x1(α + 1), . . . , xn(α + 1)) are regular parameters in T ′′(α + 1), γi(α + 1) ∈ T ′′(α + 1) for

all i and (x̃1(α + 1), . . . , x̃n(α + 1)) are regular parameters in T ′′(α + 1).
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Set σy
i = γy

1 (α)fi1 · · · γy
s (α)fisγy

r (α)fi,s+1λ
fi,s+1
α for 1 ≤ i ≤ s and set

σy
r = γy

1 (α)fs+1,1 · · · γy
s (α)fs+1,sγy

r (α)fs+1,s+1λfs+1,s+1
α .

By (3.64), (3.65), (3.52) and (3.69)

B1 = σy
1N1(3.72)

...

Bs = σy
sNs

Br = σy
r Nr.

Thus S(α)[B1, . . . , Bs, Br] ⊂ U ′′(α)[N1, . . . , Ns, Nr]. We then have an inclusion D ⊂ B

which induces an inclusion S(α + 1) → U ′(α + 1). By (3.70), (3.72), (3.55) and (3.57)

y∗i (α + 1) = σy
i ŷi(α + 1)

= σy
i (yr(α + 1) + 1)dα+1τi(α+1)yi(α + 1)

for 1 ≤ i ≤ s so that y∗i (α + 1) = unit yi(α + 1) in U(α + 1) for 1 ≤ i ≤ s, and

y∗r (α + 1) + dα+1 = σy
r (ŷr(α + 1) + dα+1)

= σy
r dα+1(yr(α + 1) + 1)dα+1

= σy
r [dα+1dα+1uyr(α + 1) + dα+1]

where u ∈ Q[yr(α+1)] is a polynomial with constant term 1. σy
r ≡ 1 mod m(U(α)). Thus

σy
r ≡ 1 mod (y1(α + 1), . . . , yr−1(α + 1), yr+1(α + 1), . . . , yn(α + 1)).

y∗r (α + 1)
dα+1dα+1

= σy
r uyr(α + 1) +

σy
r − 1
dα+1

≡ uyr(α + 1) mod (y1(α + 1), . . . , yr−1(α + 1), yr+1(α + 1), . . . , yn(α + 1)).

Thus U(α + 1) = S(α + 1)ˆ since (y∗1(α + 1), . . . , y∗n(α + 1)) are regular parameters in

U(α + 1) and k(S(α + 1)) ∼= k(U(α + 1)). By Lemma 2.3, T (α + 1) → U(α + 1) induces a

map R(α + 1) → S(α + 1). Set

yi(α + 1) =
{

y∗i (α + 1) i 6= r

xr(α + 1) i = r
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γy
i (α + 1) =





σy
i (yr(α + 1) + 1)dα+1τi(α+1) 1 ≤ i ≤ s

γi(α + 1) i = r

γy
i (α) s < i ≤ n, i 6= r

By definition

ỹi(α + 1) =
{

yi(α + 1) i 6= r

x̃i(α + 1) i = r

Then (y1(α + 1), . . . , yn(α + 1)) are regular parameters in S(α + 1) and

yi(α + 1) = γy
i (α + 1)ỹi(α + 1)

for 1 ≤ i ≤ n, γy
i (α+1) ∈ U ′′(α+1) and (ỹ1(α+1), . . . , ỹn(α+1)) are regular parameters

in U ′′(α + 1).

Case 3. Suppose that T (α) = T (α + 1) and U(α) → U(α + 1) is of type IIr with l + 1 ≤
r ≤ m. By suitable choice of the Ωi,α as in Case 1, we have regular parameters ỹi(α) in

S(α) satisfying (3.64). Set (fij) = (bij(α + 1))−1. Choose λα in (3.65) so that

γy
1 (α)fs+1,1 · · · γy

s (α)fs+1,sγy
r (α)fs+1,s+1λfs+1,s+1

α ≡ 1 mod m(U(α))N .

As in the argument of Case 2, we can define, by (3.69),

S(α + 1) = S(α)[B1, . . . , Bs, Br]q4

so that S(α + 1)ˆ has regular parameters (y∗1(α + 1), . . . , y∗n(α + 1)) defined by (3.70). Set

σy
i = γy

1 (α)fi1 · · · γy
s (α)fisγy

r (α)fi,s+1λ
fi,s+1
α for 1 ≤ i ≤ s and set

σr = γy
1 (α)fs+1,1 · · · γy

s (α)fs+1,sγy
r (α)fs+1,s+1λfs+1,s+1

α .

Then equations (3.72) hold, and we have an inclusion S(α + 1) → U ′(α + 1) as in the

argument of Case 2.

By (3.70), (3.72), (3.55) and (3.57),

y∗i (α + 1) = σiŷi(α + 1)

= σi(yr(α + 1) + 1)dα+1τiyi(α + 1)

for 1 ≤ i ≤ s and

y∗r (α + 1) + dα+1 = σr(ŷr(α + 1) + dα+1)

= σy
r dα+1(yr(α + 1) + 1)dα+1

= σy
r [dα+1dα+1uyr(α + 1) + dα+1]
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where u ∈ Q[yr(α + 1)] is a polynomial with constant term 1.

y∗r (α + 1)
dα+1dα+1

= σy
r uyr(α + 1) +

σy
r − 1
dα+1

Recall that σy
r ≡ 1 mod m(U(α))N . Thus U(α + 1) = S(α + 1)ˆ since

(y∗1(α+1), . . . , y∗n(α+1)) are regular parameters in U(α+1) and k(S(α+1)) ∼= k(U(α+1)).

Thus there exists

Ω ∈ (y1(α + 1), . . . , yn(α + 1))NU(α + 1) = (y1(α + 1), . . . , yn(α + 1))NS(α + 1)ˆ

such that

σruyr(α + 1) + Ω ∈ S(α + 1).

Set

yi(α + 1) =
{

y∗i (α + 1) i 6= r

σruyr(α + 1) + Ω i = r

γy
i (α + 1) =





σi(yr(α + 1) + 1)dα+1τi 1 ≤ i ≤ s

σru i = r

γy
i (α) s < i ≤ n, i 6= r

Set Λα+1 = σ−1
r u−1Ω. By definition

ỹi(α + 1) =
{

yi(α + 1) i 6= r

yr(α + 1) + Λα+1 i = r

Then (y1(α + 1), . . . , yn(α + 1)) are regular parameters in S(α + 1) and

yi(α + 1) = γy
i (α + 1)ỹi(α + 1)

for 1 ≤ i ≤ n. γy
i (α + 1) ∈ U ′′(α + 1) for all i and (ỹ1(α + 1), . . . , ỹn(α + 1)) are regular

parameters in U ′′(α + 1).

Step 4. It remains to show that the CRUTS (3.37), (3.61); (R, T ′′(t), T (t)) and (S, U ′′(t), U(t)),

constructed in step 3 is a CRUTS along ν if N is sufficiently large.

We have an extension of ν to the quotient field of U(t) which dominates U(t). Define

Ũ(t) = U(t)/B(t) where B(t) is the prime ideal of elements of U(t) of infinite value. Let

G(t) be the quotient field of Ũ(t). Let K be the completion of K with respect to a metric

associated to ν (c.f Lemma 1.2), G(t) be the completion of G(t) with respect to a metric
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associated to ν. We have a natural inclusion of complete fields K → G(t). Suppose that

for some 0 ≤ β ≤ t
U(0) → U(1) → · · · → U(β)
↑ ↑ ↑

T (0) → T (1) → · · · → T (β)

is a CRUTS along ν. Then by Lemma 1.2, we have natural maps:

U(i) = Ŝ(i) → K for 0 ≤ i ≤ β.

Let Ow be the valuation ring of the natural extension w of ν to G(t), mw be the maximal

ideal of Ow and Γw be the value group of w. We have an inclusion k(U(t)) → Ow/mw.

We will prove the following inductive statement on α with 0 ≤ α ≤ t. Given a positive

element λ′α ∈ Γw, such that

(3.73) λ′α > max{w(w1(α)), . . . , w(wn(α))},

there exists a positive element Nα such that if N ≥ Nα, and

(3.74)
U(0) → U(1) → · · · → U(α)
↑ ↑ ↑

T (0) → T (1) → · · · → T (α)

is a CRUTS (3.37) as constructed in Step 3, then

A1) U(α) → Ow and there is a commutative diagram

k(U(α)) → Ow/mw

↑ ηα
U ↗

k(U(α))

A2) w(yi(α)) > 0 for 1 ≤ i ≤ n.

A3)

yi(α) = wi(α) for 1 ≤ i ≤ s

w(wi(α)− yi(α)) > λ′α for s + 1 ≤ i ≤ n

Since yi(0) = wi(0), for 1 ≤ i ≤ n, and U ′′(0) = U
′′
(0), the statement is true for

m = 0.

Suppose the inductive statement is true for CRUTS of length α, and for any given

λ′α ∈ Γw satisfying (3.73). We will prove it for sequences of length α + 1, and any given

λ′α+1 such that

λ′α+1 > max{w(w1(α + 1)), . . . , w(wn(α + 1))}.
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Choose λ′ = λ′α+1 if U(α) → U(α + 1) is of type I,

λ′ > λ′α+1 + bs+1,1(α + 1)w(w1(α + 1)) + . . . + bs+1,s(α + 1)w(ws(α + 1))

if U(α) → U(α + 1) is of type IIr. By induction, there exists N ′′ such that N ≥ N ′′

implies w(wi(α) − yi(α)) > λ′ for all i, and we can further choose N ′′ so large that

Nw(m(U(α))) > λ′. Then ν(yi(α)) = ν(wi(α)) for all i and Nw(m(U(α))) > λ′.

ν(Λα) > λ′ implies w(wi(α) − ỹi(α)) > λ′ for s + 1 ≤ i ≤ n. ν(Ωi,α) > λ′ implies

w(w̃
′
i(α)− ỹ

′
i(α)) > λ′ for s + 1 ≤ i ≤ n. Thus there exists σi ∈ Ow with w(σi) > λ′ such

that ỹ
′
i(α) = w̃

′
i(α) + σi for s + 1 ≤ i ≤ n and ỹ

′
i(α) = w̃

′
i(α) for 1 ≤ i ≤ s.

Suppose that U(α) → U(α + 1) is of type I.

ỹ
′
i(α) =

s∏

j=1

yj(α + 1)bij(α+1)

and

w̃
′
i(α) =

s∏

j=1

wj(α + 1)bij(α+1)

for 1 ≤ i ≤ s. Thus yj(α + 1) = wj+1(α + 1) for 1 ≤ j ≤ s and A1), A2) and A3) hold for

α + 1.

Suppose that U(α) → U(α + 1) is of type IIr. Set bij = bij(α + 1). Set (fij) =

(bij(α + 1))−1. U(α + 1) has regular parameters (ŵ1(α + 1). . . . , ŵn(α + 1)) such that

ŵ1(α + 1) = w̃
′
1(α)f11 · · · w̃′s(α)f1sw̃

′
r(α)f1,s+1(3.75)

...

ŵs(α + 1) = w̃
′
1(α)fs1 · · · w̃′s(α)fssw̃

′
r(α)fs,s+1

ŵr(α + 1) + dα+1 = w̃
′
1(α)fs+1,1 · · · w̃′s(α)fs+1,sw̃

′
r(α)fs+1,s+1

Recall equation (3.52).

N1 = ỹ
′
1(α)f11 · · · ỹ′s(α)f1s ỹ

′
r(α)f1,s+1(3.76)

...

Ns = ỹ
′
1(α)fs1 · · · ỹ′s(α)fss ỹ

′
r(α)fs,s+1

Nr = ỹ
′
1(α)fs+1,1 · · · ỹ′s(α)fs+1,s ỹ

′
r(α)fs+1,s+1

There is a natural map

U ′′(α)[N1, . . . , Ns, Nr] → K → G(t).
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From (3.75) and (3.76) we have

(3.77)
Ni

ŵi(α + 1)
=

(
ỹ
′
r(α)

w̃
′
r(α)

)fi,s+1

∈ Ow

for 1 ≤ i ≤ s and

(3.78)
Nr

ŵr(α + 1) + dα+1

=

(
ỹ
′
r(α)

w̃
′
r(α)

)fs+1,s+1

∈ Ow

All of these ratios have residue 1 in Ow/mw. Thus U ′′(α)[N1, . . . , Ns, Nr] → Ow. Then

since k(U(α + 1)) ⊂ Ow, and we have an inclusion

k(U(α)) → k(U(α)) → k(U(α + 1)) → Ow/mw.

There is a natural map

U ′′(α)[N1, . . . , Ns, Nr]⊗k2 k(U(α + 1)) → Ow

where k2 is the integral closure of k in U(α).

by (3.77) and (3.78), ν(Ni) = ν(ŵi(α + 1)) > 0 for 1 ≤ i ≤ s and Nr 7→ u(ŵr(α +

1) + dα+1) where u ∈ Ow is a unit, u ≡ 1 mod mw. Thus the residue of Nr in Ow/mw is

dα+1. Thus w(Nr − dα+1) > 0 and we have a map U ′(α + 1) → Ow by (3.53) and (3.54),

which induces a map U(α + 1) → Ow such that

k(U(α + 1)) → k(Ow)
↑ ηU

α+1 ↗
k(U(α + 1))

commutes, verifying A1) for α + 1.

The regular parameters (ŷ1(α+1), . . . , ŷn(α+1)) in U(α+1) defined by (3.55) satisfy

(3.79) ŷi(α + 1) =





Ni 1 ≤ i ≤ s

Nr − dα+1 i = r

ỹ
′
i(α) s < i, i 6= r

U(α + 1) has regular parameters (w1(α + 1), . . . , wn(α + 1)) defined by

(3.80) wi(α + 1) =





ŵi(α + 1)
(

ŵr(α+1)
dα+1

+ 1
)−τi(α+1)

1 ≤ i ≤ s

(
ŵr(α+1)

dα+1
+ 1

) 1
dα+1 − 1 i = r

ŵi(α + 1) s < i, i 6= r
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The regular parameters (y1(α + 1), . . . , yn(α + 1)) of U(α + 1) are defined by (3.57),

(3.81) yi(α + 1) =





ŷi(α + 1)
(

ŷr(α+1)
dα+1

+ 1
)−τi(α+1)

1 ≤ i ≤ s

(
ŷr(α+1)

dα+1
+ 1

) 1
dα+1 − 1 i = r

ŷi(α + 1) s < i, i 6= r

(3.82)

ỹ
′
1(α) = y1(α + 1)b11(α+1) · · · ys(α + 1)b1s(α+1)d

b1,s+1(α+1)
α+1

...

ỹ
′
s(α) = y1(α + 1)bs1(α+1) · · · ys(α + 1)bss(α+1)d

bs,s+1(α+1)
α+1

ỹ
′
r(α) = y1(α + 1)bs+1,1(α+1) · · · ys(α + 1)bs+1,s(α+1)(yr(α + 1) + 1)dbs+1,s+1(α+1)

α+1

(3.83)

w̃
′
1(α) = w1(α + 1)b11(α+1) · · ·ws(α + 1)b1s(α+1)d

b1,s+1(α+1)
α+1

...

w̃
′
s(α) = w1(α + 1)bs1(α+1) · · ·ws(α + 1)bss(α+1)d

bs,s+1(α+1)
α+1

w̃
′
r(α) = w1(α + 1)bs+1,1(α+1) · · ·ws(α + 1)bs+1,s(α+1)(wr(α + 1) + 1)dbs+1,s+1(α+1)

α+1

Comparing (3.82) and (3.83), we see that for 1 ≤ i ≤ s yi(α + 1) = λiwi(α + 1) for some

dα+1-th roots of unity λi. By our construction of UTSs (at the beginning of Chapter 2)(
ŷr(α+1)

dα+1
+ 1

) 1
dα+1 and

(
ŵr(α+1)

dα+1
+ 1

) 1
dα+1 have residue 1 in Ow/mw. By (3.77), (3.79),

(3.80) and (3.81) we see that yi(α+1)
wi(α+1) has residue 1 in Ow/mw for 1 ≤ i ≤ s. Thus we have

yi(α + 1) = wi(α + 1) for 1 ≤ i ≤ s, proving the first half of A3) for α + 1.

wr(α + 1)− yr(α + 1) =
w̃
′
r(α)

d
bs+1,s+1
α+1 w1(α + 1)bs+1,1 · · ·ws(α + 1)bs+1,s

− ỹ
′
r(α)

d
bs+1,s+1
α+1 y1(α + 1)bs+1,1 · · · ys(α + 1)bs+1,s

=
w̃
′
r(α)− ỹ

′
r(α)

d
bs+1,s+1
α+1 w1(α + 1)bs+1,1 · · ·ws(α + 1)bs+1,s
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Thus

w(wr(α + 1)− yr(α + 1)) = w(w̃
′
r(α)− ỹ

′
r(α))− bs+1,1w(w1(α + 1))− · · · − bs+1,sw(ws(α + 1))

> λ′ − bs+1,1w(w1(α + 1))− · · · − bs+1,sw(ws(α + 1))

> λ′α+1

verifying the second half of A3), and A2) for α + 1.

Theorem 3.10. Suppose that T ′′(0) ⊂ R̂ is a regular local ring essentially of finite type

over R such that the quotient field of T ′′(0) is finite over J , U ′′(0) ⊂ Ŝ is a regular local

ring essentially of finite type over S such that the quotient field of U ′′(0) is finite over

K, T ′′(0) ⊂ U ′′(0), T ′′(0) contains a subfield isomorphic to k(c0) for some c0 ∈ k(T ′′(0)

and U ′′(0) contains a subfield isomorphic to k(U ′′(0)). Suppose that R has regular pa-

rameters (x1, . . . , xn), S has regular parameters (y1, . . . , yn), T ′′(0) has regular parameters

(x1, . . . , xn) and U ′′(0) has regular parameters (y1, . . . , yn) such that

x1 = yc11
1 · · · yc1s

s φ1

...

xs = ycs1
1 · · · ycss

s φs

xs+1 = ys+1

...

xl = yl

where φ1, . . . , φs ∈ k(U ′′(0)), ν(x1), . . . , ν(xs) are rationally independent, det(cij) 6= 0.

Suppose that there exists a regular local ring R̃ ⊂ R such that (x1, . . . , xl) are regular

parameters in R̃, k(R̃) ∼= k(c0) and

xi =
{

γixi 1 ≤ i ≤ l

xi l < i ≤ n

with γi ∈ k(c0)[[x1, . . . , xl]] ∩ T ′′(0) for 1 ≤ i ≤ l and γi ≡ 1 mod (x1, . . . , xl), there exist

γy
i ∈ U ′′(0) such that yi = γy

i yi, γy
i ≡ 1 mod m(U ′′(0)) for 1 ≤ i ≤ n. Further suppose

that

xl+1 = P (y1, . . . , yl) + yd1
1 · · · yds

s H + Ω

where P is a power series with coefficients in k(U ′′(0)),

H = u(yl+1 + y
g1
1 · · · ygs

s Σ)
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where u ∈ U ′′(0)ˆ is a unit, Σ ∈ k(U ′′(0))[[y1, . . . , yl, yl+2, . . . , yn]], ν(yl+1) ≤ ν(yg1
1 · · · ygs

s )

and Ω ∈ m(U(0))N with Nν(m(U(0))) > ν(yd1
1 · · · yds

s yl+1). Then there exists a CRUTS

along ν (R, T ′′(t′), T (t′)) and (S, U ′′(t′), U(t′)) with associated MTS

S → S(t′)
↑ ↑
R → R(t′)

such that T ′′(t′) contains a subfield isomorphic to k(c0, . . . , ct′), U ′′(t′) contains a subfield

isomorphic to k(U(t′)), R(t′) has regular parameters (x1(t′), . . . , xn(t′)), T ′′(t′) has regular

parameters (x̃1(t′), . . . x̃n(t′)), S(t′) has regular parameters (y1(t′), . . . , yn(t′)), U ′′(t′) has

regular parameters (ỹ1(t′), . . . , ỹn(t′)) where

x̃1(t′) = ỹ1(t
′)c11(t

′) · · · ỹs(t
′)c1s(t′)φ1(t′)

...

x̃s(t′) = ỹ1(t
′)cs1(t

′) · · · ỹs(t
′)css(t′)φs(t′)

x̃s+1(t′) = ỹs+1(t
′)

...

x̃l(t′) = ỹl(t
′)

xl+1(t′) = x̃l+1(t′) = P (ỹ1(t
′), . . . , ỹl(t

′)) + ỹ1(t
′)d1(t

′) · · · ỹs(t
′)ds(t′)H

where P, H are power series with coefficients in k(U(t′)), with

mult(H(0, . . . , 0, ỹl+1(t
′), 0, . . . , 0) = 1,

φ1(t′), . . . , φs(t′) ∈ k(U(t′)), ν(x̃1(t′)), . . . , ν(x̃s(t′)) are rationally independent,

det(cij(t′)) 6= 0. There exists a regular local ring R̃(t′) ⊂ R(t′) such that (x1(t′), . . . , xl(t′))

are regular parameters in R̃(t′) and k(R̃(t′)) ∼= k(c0, . . . , ct′).

xi(t′) =
{

γi(t′)x̃i(t′) 1 ≤ i ≤ l

x̃i(t′) l < i ≤ n

with γi(t′) ∈ k(c0, . . . , ct′)[[x1(t′), . . . , xl(t′)]]∩T ′′(t′) units for 1 ≤ i ≤ l, such that γi(t′) ≡
1 mod (x1(t′), . . . , xl(t′)) and for 1 ≤ i ≤ n there exists γy

i (t′) ∈ U ′′(t′) such that yi(t′) =

γy
i (t′)ỹi(t′), γy

i (t′) ≡ 1 mod m(U ′′(t′)).
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Proof: Perform the following sequence of CUTSs of type M2) for 0 ≤ r ≤ l − s− 1

x1(r) = x1(r + 1)a11(r+1) · · ·xs(r + 1)a1s(r+1)c
a1,s+1(r+1)
r+1

...

xs(r) = x1(r + 1)as1(r+1) · · ·xs(r + 1)ass(r+1)c
as,s+1(r+1)
r+1

xs+r+1(r) = x1(r + 1)as+1,1(r+1) · · ·xs(r + 1)as+1,s(r+1)(xs+r+1(r + 1) + 1)cas+1,s+1(r+1)
r+1

y1(r) = y1(r + 1)b11(r+1) · · · ys(r + 1)b1s(r+1)d
b1,s+1(r+1)
r+1

...

ys(r) = y1(r + 1)bs1(r+1) · · · ys(r + 1)bss(r+1)d
bs,s+1(r+1)
r+1

ys+r+1(r) = y1(r + 1)bs+1,1(r+1) · · · ys(r + 1)bs+1,s(r+1)(ys+r+1(r + 1) + 1)dbs+1,s+1(r+1)
r+1 ,

the sequence of CUTSs of type M3) for l − s ≤ r ≤ n− s− 1

y1(r) = y1(r + 1)b11(r+1) · · · ys(r + 1)b1s(r+1)d
b1,s+1(r+1)
r+1

...

ys(r) = y1(r + 1)bs1(r+1) · · · ys(r + 1)bss(r+1)d
bs,s+1(r+1)
r+1

ys+r+1(r) = y1(r + 1)bs+1,1(r+1) · · · ys(r + 1)bs+1,s(r+1)(ys+r+1(r + 1) + 1)dbs+1,s+1(r+1)
r+1 ,

followed by a CUTS of type M1), with t′ = n− s + 1

x1(t′ − 1) = x1(t′)a11(t
′) · · ·xs(t′)a1s(t′)

...

xs(t′ − 1) = x1(t′)as1(t
′) · · ·xs(t′)ass(t′)

y1(t
′ − 1) = y1(t

′)b11(t
′) · · · ys(t

′)b1s(t′)

...

ys(t
′ − 1) = y1(t

′)bs1(t
′) · · · ys(t

′)bss(t′),

so that

xl+1 = P (y1(t
′), . . . , yl(t

′))

+ y1(t
′)d1(t

′) · · · ys(t
′)ds(t′)u(yl+1(t

′) + 1)λ + Σ)

+ y1(t
′)d1(t

′)+1 · · · ys(t
′)ds(t′)+1Ψ
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where

Σ ∈ k(U(t′))[[y1(t
′), . . . , yl(t

′), yl+2(t
′), . . . , yn(t′)]],

P (y1(t′), . . . , yl(t′)) = P (y1, . . . , yl), y1(t′) · · · ys(t′) | (u− u(0, . . . , 0)), and

Ω = y1(t
′)d1(t

′)+1 · · · ys(t
′)ds(t′)+1Ψ

with λ = d
bs+1,s+1(l−s+1)
l−s+1 ∈ k(U(t′)), Ψ ∈ U(t′). Then after replacing P with

P + λu(0, . . . , 0)y1(t
′)d1(t

′) · · · ys(t
′)ds(t′),

we can put xl+1(t′) = xl+1 in the desired form with

H = u yl+1(t
′)λ + (u− u(0, . . . , 0))λ + uΣ + y1(t

′) · · · ys(t
′)Ψ.

The proof that
U(0) → U(t′)
↑ ↑

T (0) → T (t′)

is a CRUTS is a simplification of the argument of step 3 in the proof of Theorem 3.9. We

will give an outline of the proof.

We can define MTSs R → R(t′) and S → S(t′) such that R(r) ,̂ S(r)ˆ have respective

regular parameters (x∗1(r), . . . , x
∗
n(r)) and (y∗1(r), . . . , y∗n(r)) for 0 ≤ r ≤ n. For 0 ≤ r ≤

l − s− 1

x∗1(r) = x∗1(r + 1)a11(r+1) · · ·x∗s(r + 1)a1s(r+1)(x∗s+r+1(r + 1) + cr+1)a1,s+1(r+1)

...

x∗s(r) = x∗1(r + 1)as1(r+1) · · ·x∗s(r + 1)ass(r+1)(x∗s+r+1(r + 1) + cr+1)as,s+1(r+1)

x∗s+r+1(r) = x∗1(r + 1)as+1,1(r+1) · · ·x∗s(r + 1)as+1,s(r+1)(x∗s+r+1(r + 1) + cr+1)as+1,s+1(r+1)

y∗1(r) = y∗1(r + 1)b11(r+1) · · · y∗s (r + 1)b1s(r+1)(y∗s+r+1(r + 1) + dr+1)b1,s+1(r+1)

...

y∗s (r) = y∗1(r + 1)bs1(r+1) · · · y∗s (r + 1)bss(r+1)(y∗s+r+1(r + 1) + dr+1)bs,s+1(r+1)

y∗s+r+1(r) = y∗1(r + 1)bs+1,1(r+1) · · · y∗s (r + 1)bs+1,s(r+1)(y∗s+r+1(r + 1) + dr+1)bs+1,s+1(r+1),
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For l − s ≤ r ≤ n− s− 1

y∗1(r) = y∗1(r + 1)b11(r+1) · · · y∗s (r + 1)b1s(r+1)(y∗s+r+1(r + 1) + dr+1)b1,s+1(r+1)

...

y∗s (r) = y∗1(r + 1)bs1(r+1) · · · y∗s (r + 1)bss(r+1)(y∗s+r+1(r + 1) + dr+1)bs,s+1(r+1)

y∗s+r+1(r) = y∗1(r + 1)bs+1,1(r+1) · · · y∗s (r + 1)bs+1,s(r+1)(y∗s+r+1(r + 1) + dr+1)bs+1,s+1(r+1),

followed by a MTS of type M1), with t′ = n− s + 1

x∗1(t
′ − 1) = x∗1(t

′)a11(t
′) · · ·x∗s(t′)a1s(t′)

...

x∗s(t
′ − 1) = x∗1(t

′)as1(t
′) · · ·x∗s(t′)ass(t′)

y∗1(t′ − 1) = y∗1(t′)b11(t
′) · · · y∗s (t′)b1s(t′)

...

y∗s (t′ − 1) = y∗1(t′)bs1(t
′) · · · y∗s (t′)bss(t′).

For 1 ≤ r ≤ l − s we have

x∗i (r) =





λi(r)xi(r) 1 ≤ i ≤ s

λs+r(r)xs+r(r) + Φs+r i = s + r

x∗i (r − 1) s < i, i 6= s + r

where λi(r), Φs+r ∈ k(c0, . . . , cr)[[x1(r), . . . , xl(r)]], the λi(r) are units and

Φs+r ∈ (x1(r), . . . , xs+r−1(r), xs+r+1(r), . . . , xl(r)).

For 1 ≤ r ≤ n− s we have

y∗i (r) =





λy
i (r)yi(r) 1 ≤ i ≤ s

λy
s+r(r)ys+r(r) + Φy

s+r i = s + r

y∗i (r − 1) s < i, i 6= s + r

where λy
i (r), Φy

s+r ∈ k(U(r))[[y1(r), . . . , ys+r−1(1), ys+r+1(r), . . . , yn(r)]], the λy
i (r) are

units.
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R(t′) has regular parameters (x1(t′), . . . , xn(t′)) where

xi(t′) =
{

x∗i (t
′) 1 ≤ i ≤ s, l + 1 ≤ i ≤ n∏

(x∗i (t
′) + ci−s − σ(ci−s)) s + 1 ≤ i ≤ l

where the product is over the distinct conjugates σ(ci−s) of ci−s in an algebraic closure k

of k over k. For 0 ≤ r ≤ l − s− 1 define

R̃(r + 1) = R̃(r)[x∗1(r + 1), . . . , x∗s(r + 1), τ(r + 1)]qr+1

where

τ(r + 1) =
∏

(x∗s+r+1(r + 1) + cr+1 − σ(cr+1))

is the product over the distinct conjugates σ(cr+1) of cr+1 over k,

qr+1 = m(R(r + 1)) ∩ R̃(r)[x∗1(r + 1), . . . , x∗s(r + 1), τ(r + 1)].

For l − s ≤ r ≤ n− s + 1 define R̃(r + 1) = R̃(r). Define

R̃(t′) = R̃(n− s)[x∗1(t
′), . . . , x∗s(t

′)]qt′

where

qt′ = m(R(t′)) ∩ R̃(n− s)[x∗1(t
′), . . . , x∗s(t

′)].

S(t′) has regular parameters (y1(t′), . . . , yn(t′)) where

yi(t′) =





y∗i (t′) 1 ≤ i ≤ s

xi(t′) s + 1 ≤ i ≤ l∏
(y∗i (t′) + di−s − σ(di−s)) l + 1 ≤ i ≤ n

where the product is over the distinct conjugates σ(di−s) of di−s in an algebraic closure k

of k over k.

Now set

x̃i(t′) =
{

xi(t′) for s + 1 ≤ i ≤ l

xi(t′) otherwise

ỹi(t
′) =

{
x̃i(t′) for s + 1 ≤ i ≤ l

yi(t′) otherwise.

We are then in the form of the conclusions of the Theorem.

The proof of Theorem 3.10 also proves the following Theorem.
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Theorem 3.11. Let n0,l = m (k(U ′′(0))[[y1, . . . , yl]]) in the assumptions of Theorem 3.10.

1) If Ω ∈ nN
0,l in the assumptions of Theorem 3.10, then a sequence of MTSs of type M2)

and a MTS of type M1) (so that the CRUTS along ν is in the first l variables) are

sufficient to transform xl+1 into the form of the conclusions of Theorem 3.10.

2) Suppose that

g = yd1
1 · · · yds

s u(y1, . . . , yl) + Ω

where u is a unit power series with coefficients in k(U ′′(0)) and Ω ∈ nN
0,l with

Nν(n0,l) > ν(yd1
1 · · · yds

s ). Then a sequence of MTSs of type M2) and a MTS of

type M1) (so that the CRUTS along ν is in the first l variables) are sufficient to

transform g into the form

g = y1(t
′)d1(t

′) · · · ys(t
′)ds(t′)u(y1(t

′), . . . , yl(t
′))

where u is a unit power series.

3) Suppose that

g = yd1
1 · · · yds

s Σ(y1, . . . , yl) + Ω

where ν(yd1
1 · · · yds

s ) > A and Ω ∈ nN
0,l with Nν(n0,l) > ν(yd1

1 · · · yds
s ). Then a sequence

of MTSs of type M2) and a MTS of type M1) (so that the CRUTS along ν is in the

first l variables) are sufficient to transform g into the form

g = y1(t
′)d1(t

′) · · · ys(t
′)ds(t′)Σ(y1(t

′), . . . , yl(t
′))

where ν(y1(t′)d1(t
′) · · · ys(t′)ds(t′)) > A.

4) Suppose that

g = yd1
1 · · · yds

s u(y1, . . . , yl) + Ω

where u is a unit power series with coefficients in k(U ′′(0)) and Ω ∈ m(U ′′(0))N

with Nν(m(U ′′(0))) > ν(yd1
1 · · · yds

s ). Then there exists A CRUTS along ν as in the

conclusions of Theorem 3.10 such that

g = y1(t
′)d1(t

′) · · · ys(t
′)ds(t′)u(y1(t

′), . . . , yl(t
′))

where u is a unit power series.

Theorem 3.12. Suppose that T ′′(0) ⊂ R̂ is a regular local ring essentially of finite type

over R such that the quotient field of T ′′(0) is finite over J , U ′′(0) ⊂ Ŝ is a regular

local ring essentially of finite type over S such that the quotient field of U ′′(0) is finite

98



over K, T ′′(0) ⊂ U ′′(0), T ′′(0) contains a subfield isomorphic to k(c0) for some c0 ∈
k(T ′′(0)) and U ′′(0) contains a subfield isomorphic to k(U ′′(0)). Suppose that R has

regular parameters (x1, . . . , xn), S has regular parameters (y1, . . . , yn), T ′′(0) has regular

parameters (x1, . . . , xn) and U ′′(0) has regular parameters (y1, . . . , yn) such that

x1 = yc11
1 · · · yc1s

s φ1

...

xs = ycs1
1 · · · ycss

s φs

xs+1 = ys+1

...

xl = yl

where φ1, . . . , φs ∈ k(U ′′(0)), ν(x1), . . . , ν(xs) are rationally independent, det(cij) 6= 0.

Suppose that there exists a regular local ring R̃ ⊂ R such that (x1, . . . , xl) are regular

parameters in R̃, k(R̃) ∼= k(c0) and

xi =
{

γixi 1 ≤ i ≤ l

xi l < i ≤ n

with γi ∈ k(c0)[[x1, . . . , xl]] ∩ T ′′(0) for 1 ≤ i ≤ l and γi ≡ 1 mod (x1, . . . , xl), there exist

γy
i ∈ U ′′(0) such that yi = γy

i yi, γy
i ≡ 1 mod m(U ′′(0)) for 1 ≤ i ≤ n.

Then there exists a CRUTS along ν (R, T ′′(t), T (t)) and (S, U ′′(t), U(t)) with associ-

ated MTSs
S → S(t)
↑ ↑
R → R(t)

such that T ′′(t) contains a subfield isomorphic to k(c0, . . . , ct), U ′′(t) contains a subfield

isomorphic to k(U(t)), R(t′) has regular parameters (x1(t), . . . , xn(t)), S(t′) has regular

parameters (y1(t′), . . . , yn(t′)), T ′′(t) has regular parameters (x̃1(t), . . . x̃n(t)), U ′′(t) has

regular parameters (ỹ1(t), . . . , ỹn(t)) where

x̃1(t) = ỹ1(t)
c11(t) · · · ỹs(t)

c1s(t)φ1(t)
...

x̃s(t) = ỹ1(t)
cs1(t) · · · ỹs(t)

css(t)φs(t)

x̃s+1(t) = ỹs+1(t)
...

x̃l+1(t) = ỹl+1(t)
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such that φ1(t), . . . , φs(t) ∈ k(U(t)), ν(x̃1(t)), . . . , ν(x̃s(t)) are rationally independent,

det(cij(t)) 6= 0.

xi(t) = x̃i(t) for 1 ≤ i ≤ n.

For 1 ≤ i ≤ n there exist γy
i (t) ∈ U ′′(t) such that yi(t) = γy

i (t)ỹi(t),

γy
i (t) ≡ 1 mod m(U ′′(t)).

Proof: We will construct a CRUTS (R, T ′′(t), T (t)) and (S, U ′′(t), U(t)) along ν with

associated MTS
S = S(0) → S(t)

↑ ↑
R = R(0) → R(t).

We will say that CN(β) holds (with 0 ≤ β ≤ t) if T ′′(β) contains a subfield isomorphic

to k(c0, . . . , cβ), U ′′(β) contains a subfield isomorphic to k(U(β)), R(β) has regular pa-

rameters (x1(β), . . . , xn(β)), T ′′(β) has regular parameters (x̃1(β), . . . , x̃n(β)), U ′′(β) has

regular parameters (ỹ1(β), . . . , ỹn(β)), such that

xi(β) =
{

γi(β)x̃i(β) 1 ≤ i ≤ l

x̃i(β) l < i ≤ n

with

γi(β) ∈ k(c0, . . . , cβ)[[x1(β), . . . , xl(β)]] ∩ T ′′(β),

γi(β) ≡ 1 mod (x1(β), . . . , xl(β)) for 1 ≤ i ≤ l and for 1 ≤ i ≤ n there exist γy
i (β) ∈ U ′′(β)

such that yi(β) = γy
i (β)ỹi(β), γy

i (β) ≡ 1 mod m(U ′′(β)). We must further have

x̃1(β) = ỹ1(β)c11(β) · · · ỹs(β)c1s(β)φ1(β)
...

x̃s(β) = ỹ1(β)cs1(β) · · · ỹs(β)css(β)φs(β)

x̃s+1(β) = ỹs+1(β)
...

x̃l(β) = ỹl(β)

with φi(β) ∈ k(S(β)), ν(x̃1(β)), . . . , ν(x̃s(β)) are rationally independent, det(cij(β)) 6= 0,

and there exists a regular local ring R̃(β) ⊂ R(β) such that (x1(β), . . . , xl(β)) are regular

parameters in R̃(β) and k(R̃(β)) ∼= k(c0, . . . , cβ).
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By Theorem 1.12 and Theorems 3.9 (with f = xl+1) and 3.10 we may assume that

xl+1 = xl+1 = P (y1, . . . , yl) + yd1
1 · · · yds

s Σ0.

where Σ0 is a series with mult(Σ0(0, . . . , 0, yl+1, 0, . . . , 0) = 1. Suppose that ν(P ) = ∞
(this includes the case P = 0). Then by Theorems 3.9 and 3.11, we have a CRUTS along

ν in the first l variables such that

(3.84) xl+1 = ỹ1(t)
d1(t) · · · ỹs(t)

ds(t)Σt(ỹ1(t), . . . , ỹn(t))

mult (Σt(0, . . . , 0, ỹl+1(t), 0 . . . , 0) = 1, and CN(t) holds. We can thus make changes of

variables, replacing x̃i(t) with xi(t) (for 1 ≤ i ≤ n) and ỹi(t) with x̃i(t) (for s + 1 ≤ i ≤ l)

so that (3.84) holds and CN(t) holds with γi(t) = 1 for 1 ≤ i ≤ l, and yi(t) = xi(t) for

s + 1 ≤ i ≤ l.

Suppose that ν(P ) < ∞. Set d = Det(cij). Let (fij) be the adjoint matrix of (cij), so

that (fij/d) is the inverse of (cij). Let ω be a primitive dth root of unity in and algebraic

closure k of k. Set

g′ =
d∏

i1,...,is=1

(
xl+1 − P (ωi1y1, . . . , ω

isys, ys+1, . . . , yl)
)
.

g′ ∈ k(U ′′(0))[[yd
1, . . . , y

d
s , ys+1, . . . , yl]][xl+1].

Let G be the Galois group of a Galois closure of k(U ′′(0)) over k(c0). Since xl+1 is

analytically independent of yd
1, . . . , y

d
s , ys+1, . . . , yl (by Theorem 1.12) we can define g =∏

τ∈G τ(g′) where τ acts on the coefficients of g′.

g ∈ k(c0)[[yd
1, . . . , y

d
s , ys+1, . . . , yl]][xl+1].

Since yd
i = xfi1

1 · · ·xfis
s φ−fi1

1 · · ·φ−fis
s for 1 ≤ i ≤ s, by Lemma 3.2 we can perform a

MTS of type M1) to get g ∈ k(c0)[[x1(1), . . . , xl(1)]][xl+1]. Σ0 is irreducible in U(1) (since

mult(Σ0(0, . . . , 0, yl+1, 0, . . . , 0)) = 1) and Σ0 | g in U(1).

(3.85) g =
d∑

i=1

aixl+1(1)fi +
∑

j

ajxl+1(1)fj +
∑

k

akxl+1(1)fk + xl+1(1)τΓ

where ai, aj , ak are series in x1(1), . . . , xl(1) with coefficients in k(c0), m > 0 and the first

sum consists of the terms of (finite) minimum value ρ.

ρ < ∞ since mult(g(0, . . . , xl+1(1))) < ∞.
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τν(xl+1(1)) > ρ, the second sum consists of (finitely many) remaining terms of finite value,

the third sum consists of (finitely many) terms of infinite value. Let

r = mult(g(0, · · · , 0, xl+1(1)), 1 ≤ r < ∞.

Suppose that r > 1. By Theorems 3.9 and 3.11, we can construct a CRUTS in the

first l variables, with associated MTS

S(1) → S(α)
↑ ↑

R(1) → R(α)

such that CN(α) holds, to get

P = ỹ1(α)g1(α) · · · ỹs(α)gs(α)P (ỹ1(α), . . . , ỹl(α))

where P is a unit, and

(3.86) aζ = x̃1(α)e1
ζ · · · x̃s(α)es

ζ aζ(x1(α), . . . , xl(α))

for ζ = i, j, k where ai, aj are units and ν(x̃1(α)e1
k · · · x̃s(α)es

k) > ρ for all i, j, k. We have

an expression

xl+1(α) = xl+1 = P + ỹ1(α)d1(α) · · · ỹs(α)ds(α)Σα(ỹ1(α), . . . , ỹn(α)).

where mult(Σα(0, . . . , 0, ỹl+1(α), 0 . . . , 0) = 1. If ν(P ) > ν(ỹ1(α)d1(α) · · · ỹ1(α)ds(α)), then

after possibly performing a CRUTS of type M1), so that

ỹ1(α)d1(α) · · · ỹs(α)ds(α) | ỹ1(α)g1(α) · · · ỹs(α)gs(α)

in U(α + 1), we can set

Σα+1 = Σα + ỹ1(α)g1(α)−d1(α) · · · ỹs(α)gs(α)−ds(α)P

to get

xl+1 = ỹ1(α + 1)d1(α+1) · · · ỹs(α + 1)ds(α+1)Σα+1.

Now suppose that ν(P ) ≤ ν(ỹ1(α)d1(α) · · · ỹs(α)ds(α)). After possibly performing a

CRUTS of type M1), so that

ỹ1(α)g1(α) · · · ỹs(α)g1(α) | ỹ1(α)d1(α) · · · ỹs(α)ds(α)
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in U(α + 1), we have

xl+1(α + 1) = xl+1 = ỹ1(α + 1)d1(α+1) · · · ỹs(α + 1)ds(α+1)(P

+ ỹ1(α + 1)ε1(α+1) · · · ỹs(α + 1)εs(α+1)Σα+1(ỹ1(α + 1), . . . , ỹn(α + 1))).

where

mult(Σα+1(0, . . . , 0, ỹl+1(α + 1), 0, . . . , 0)) = 1,

P + ỹ1(α + 1)ε1(α+1) · · · ỹs(α + 1)εs(α+1)Σα+1 is a unit and CN(α + 1) holds.

Set (eij) = (cij(α + 1))−1, d = det(cij(α + 1)). We can replace ỹi(α + 1) with

ỹi(α+1)γ1(α+1)ei1 · · · γs(α+1)eis for 1 ≤ i ≤ s, replace ỹi(α+1) with ỹi(α+1)γi(α+1)

for s + 1 ≤ i ≤ l and replace U ′′(α + 1) with U ′′(α + 1)[γ1(α + 1)
1
d , . . . , γs(α + 1)

1
d ]q where

q = m(U(α + 1)) ∩
(
U ′′(α + 1)[γ1(α + 1)

1
d , . . . , γs(α + 1)

1
d ]

)
to get

x1(α + 1) = ỹ1(α + 1)c11(α+1) · · · ỹs(α + 1)c1s(α+1)φ1(α + 1)
...

xs(α + 1) = ỹ1(α + 1)cs1(α+1) · · · ỹs(α + 1)css(α+1)φs(α + 1)

xs+1(α + 1) = ỹs+1(α + 1)
...

xl(α + 1) = ỹl(α + 1)

and have an expression in U(α + 1) ∼= k(U(α + 1))[[ỹ1(α + 1), . . . , ỹn(α + 1)]]

xl+1 = ỹ1(α + 1)d1(α+1) · · · ỹs(α + 1)ds(α+1)τ [(Pα+1(ỹ1(α + 1), . . . , ỹl(α + 1))

+ ỹ1(α + 1)ε1(α+1) · · · ỹs(α + 1)εs(α+1)Σα+1(ỹ1(α + 1), . . . , ỹn(α + 1))]).

where mult(Σα+1(0, . . . , 0, ỹl+1(α + 1), 0 . . . , 0) = 1, Pα+1 is a power series with constant

term 1 and τ ∈ k(U(α+1)). We have xl+1(α+1) = xl+1 and yl+1(α+1) = yl+1. By Lemma

3.6 we can construct MTSs R(α + 1) → R(α + 2) of type IIl+1 and S(α + 1) → S(α + 2)

of type I such that R(α + 2)ˆ has regular parameters (x∗1(α + 2), . . . , x∗n(α + 2))

(3.87)

x1(α + 1) = x∗1(α + 2)a11(α+2) · · ·x∗s(α + 2)a1s(α+2)(x∗l+1(α + 2) + cα+2)a1,s+1(α+2)

...

xs(α + 1) = x∗1(α + 2)as1(α+2) · · ·x∗s(α + 2)ass(α+2)(x∗l+1(α + 2) + cα+2)as,s+1(α+2)

xl+1(α + 1) = x∗1(α + 2)as+1,1(α+2) · · ·x∗s(α + 2)as+1,s(α+2)(x∗l+1(α + 2) + cα+2)as+1,s+1(α+2)
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S(α + 2)ˆ has regular parameters (y1(α + 2), . . . , yn(α + 2))

ỹ1(α + 1) = y1(α + 2)b11(α+2) · · · ys(α + 2)b1s(α+2)

...

ỹs(α + 1) = y1(α + 2)bs1(α+2) · · · ys(α + 2)bss(α+2)

such that R(α + 2) ⊂ S(α + 2).

Set

(3.88) γ = Pα+1 + ỹ1(α + 1)ε1(α+1) · · · ỹs(α + 1)εs(α+1)Σα+1

so that

xl+1 = ỹ1(α + 1)d1(α+1) · · · ỹs(α + 1)ds(α+1)τγ.

This shows that γ ∈ U ′′(α + 1). Set (eij) = (aij(α + 2))−1. By construction there are

positive integers fij such that

x∗1(α + 2) = x1(α + 1)e11 · · ·xs(α + 1)e1sxl+1(α + 1)e1,s+1

= y1(α + 2)f11 · · · ys(α + 2)f1sγe1,s+1τe1,s+1φ1(α + 1)e11 · · ·φs(α + 1)e1s(3.89)
...

x∗s(α + 2) = x1(α + 1)es1 · · ·xs(α + 1)essxl+1(α + 1)es,s+1

= y1(α + 2)fs1 · · · ys(α + 2)fssγes,s+1τes,s+1φ1(α + 1)es1 · · ·φs(α + 1)ess

x∗l+1(α + 2) + cα+2 = x1(α + 1)es+1,1 · · ·xs(α + 1)es+1,sxl+1(α + 1)es+1,s+1

= y1(α + 2)fs+1,1 · · · ys(α + 2)fs+1,sγes+1,s+1τes+1,s+1

φ1(α + 1)es+1,1 · · ·φs(α + 1)es+1,s

in S(α + 2) .̂ ν(x∗s+1(α + 2) + cα+2) = 0 implies fs+1,1 = · · · = fs+1,s = 0. Set

ω̃ = φ1(α + 1)es+1,1 · · ·φs(α + 1)es+1,sτes+1,s+1 ∈ k(U(α + 1)).

Substituting (3.88), we have

x∗l+1(α + 2) + cα+2 = ω̃(Pα+1 + ỹ1(α + 1)ε1(α+1) · · · ỹs(α + 1)εs(α+1)Σα+1)es+1,s+1

= Q0(y1(α + 2), . . . , yl(α + 2))

+ y1(α + 2)ε1(α+2) · · · ys(α + 2)εs(α+2)Λ0(y1(α + 2), . . . , yn(α + 2))
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where Q0 is a unit and multΛ0(0, . . . , 0, yl+1(α + 2), 0 . . . , 0) = 1. Define αi ∈ Q by




α1
...

αs


 =




f11 · · · f1s
...

...
fs1 · · · fss




−1 

−e1,s+1

...
−es,s+1




and set

ŷi(α + 2) =
{

γ−αiyi(α + 2) 1 ≤ i ≤ s

yi(α + 2) s < i

to get

x∗1(α + 2) = ŷ1(α + 2)c11(α+2) . . . ŷs(α + 2)c1s(α+2)ψ1(3.90)
...

x∗s(α + 2) = ŷ1(α + 2)cs1(α+2) . . . ŷs(α + 2)css(α+2)ψs.

(ŷ1(α + 2), . . . , ŷn(α + 2)) are regular parameters in S(α + 2) ,̂ ψ1, . . . , ψs ∈ k(S(α + 2)).

There are unit power series Qi and power series Λi such that

γαi = Qi(y1(α + 2), . . . , yl(α + 2))

+ y1(α + 2)ε1(α+2) · · · ys(α + 2)εs(α+2)Λi(y1(α + 2), . . . , yn(α + 2))

in S(α + 2)ˆ for 1 ≤ i ≤ s, where mult(Λi(0, . . . , 0, yl+1(α + 2), 0, . . . , 0)) = 1,

Qi(0, . . . , 0) = 1.

yi(α + 2) ≡ Qi(y1(α + 2), . . . , yl(α + 2))ŷi(α + 2)

mod (ŷ1(α + 2)ε1(α+2) · · · ŷs(α + 2)εs(α+2)ŷi(α + 2))

for 1 ≤ i ≤ s. We will show that there exist unit power series Ωi such that

γαi ≡ Ωi(ŷ1(α + 2), . . . , ŷl(α + 2))

+ y1(α + 2)ε1(α+2) · · · ys(α + 2)εs(α+2)Λi(y1(α + 2), . . . , yn(α + 2))

mod ŷ1(α + 2)ε1(α+2) · · · ŷs(α + 2)εs(α+2)(ŷ1(α + 2), . . . , ŷl(α + 2)).

This follows from induction, since for any series A(y1(α + 2), . . . , yl(α + 2)), there exist

series Ai1···il
such that mult(Ai1,...,is) > 0 and

A(y1(α + 2), . . . , yl(α + 2)) ≡ A(ŷ1(α + 2), . . . , ŷl(α + 2))

+
∑

i1+···+il>0

Ai1···il
(y1(α + 2), . . . , yl(α + 2))ŷ1(α + 2)i1 · · · ŷl(α + 2)il

mod ŷ1(α + 2)ε1(α+2) · · · ŷl(α + 2)εs(α+2)(ŷ1(α + 2), . . . , ŷl(α + 2)).
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Thus

γαi ≡ Ωi(ŷ1(α + 2), . . . , ŷl(α + 2))

+ ŷ1(α + 2)ε1(α+2) · · · ŷs(α + 2)εs(α+2)Φi(ŷl+1(α + 2), . . . , ŷn(α + 2))

mod ŷ1(α + 2)ε1(α+2) · · · ŷs(α + 2)εs(α+2)(ŷ1(α + 2), . . . , ŷl(α + 2))

with

mult (Φi(ŷl+1(α + 2), 0, . . . , 0))) = 1.

R(α + 2) has regular parameters (x1(α + 2), . . . , xn(α + 2)) defined by

(3.91) xi(α + 2) =
{

x∗i (α + 2) 1 6= l + 1∏
(x∗l+1(α + 2) + cα+2 − σ(cα+2)) i = l + 1

where the product is over the distinct congugates σ(cα+2) ∈ k of cα+2 over k.

Set x̃i(α + 2) = xi(α + 2), ỹi(α + 2) = ŷi(α + 2) for 1 ≤ i ≤ n. Set U ′′(α + 2) =

U ′(α + 2)[γα1 , . . . , γαs ]q where

q = m(U(α + 2)) ∩ U ′(α + 2)[γα1 , . . . , γαs ].

Then CN(α + 2) holds. We have x∗l+1(α + 2) + cα+2 = γes+1,s+1λ for some λ ∈ k(S(α + 2))

by (3.89). es+1,s+1 6= 0 by theorem 1.12.

x∗l+1(α + 2) = P̃α+2(ỹ1(α + 2), . . . , ỹl(α + 2))

+ ỹ1(α + 2)ε1(α+2) · · · ỹs(α + 2)εs(α+2)Σ̃α+2(ỹ1(α + 2), . . . , ỹn(α + 2))

where mult(Σ̃α+2(0, . . . , 0, ỹl+1(α + 2), 0 . . . , 0)) = 1.

xl+1(α + 2) =
∏
σ

(
P̃α+2(ỹ1(α + 2), . . . , ỹl(α + 2)) + (cα+2 − σ(cα+2))

)

+ ỹ1(α + 2)ε1(α+2) · · · ỹs(α + 2)εs(α+2)

[
∑

σ

(
P̃α+2(ỹ1(α + 2), . . . , ỹl(α + 2)) + (cα+2 − σ(cα+2))

)
Σ̃α+2

+ ỹ1(α + 2)ε1(α+2) · · · ỹs(α + 2)εs(α+2)Ω]

in S(α + 2)ˆ∼= k(S(α + 2))[[ỹ1(α + 2), . . . , ỹn(α + 2)]] and the product and sum are over

the distinct conjugates σ(cα+2) of cα+2 in k over k. If cα+2 6∈ k, we have

∑
σ

(cα+2 − σ(cα+2)) 6= 0
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since if this sum were 0, we would have cα+2 invariant under the automorphism group of

a Galois closure of k(cα+2) over k which is impossible. We have an expression

xl+1(α + 2) = Pα+2(ỹ1(α + 2), . . . , ỹl(α + 2))(3.92)

+ ỹ1(α + 2)ε1(α+2) · · · ỹs(α + 2)εs(α+2)Σα+2(ỹ1(α + 2), . . . , ỹn(α + 2))

where Pα+2, Σα+2 are power series with coefficients in k(S(α + 2)) and

mult(Σα+2(0, . . . , 0, ỹl+1, 0, . . . , 0)) = 1.

If cα+2 ∈ k, xl+1(α + 2) = x∗l+1(α + 2) and this expression is immediate. By (3.85) and

(3.86),

g =
d∑

i=1

a′ix̃1(α + 1)e1
i (α+1) · · · x̃s(α + 1)es

i (α+1)x̃l+1(α + 1)fi

+
∑

j

a′j x̃1(α + 1)e1
j (α+1) · · · x̃s(α + 1)es

j(α+1)x̃l+1(α + 1)fj

+
∑

k

a′kx̃1(α + 1)e1
k(α+1) · · · x̃s(α + 1)es

k(α+1)x̃l+1(α + 1)fk

+ x̃l+1(α + 1)τΓ

with a′i, a
′
j , a

′
k ∈ k(c0, . . . , cα+1)[[x̃1(α + 1), . . . , x̃l(α + 1)]]. Since

x̃l+1(α + 1) = xl+1(α + 1) = xl+1

and CN(α + 1) holds, so that

k(c0, . . . , cα+1)[[x1(α + 1), . . . , xl(α + 1)]] = k(c0, . . . , cα+1)[[x̃1(α + 1), . . . , x̃l(α + 1)]],

we have an expansion

g =
d∑

i=1

ãix1(α + 1)e1
i (α+1) · · ·xs(α + 1)es

i (α+1)xl+1(α + 1)fi

+
∑

j

ãjx1(α + 1)e1
j (α+1) · · ·xs(α + 1)es

j(α+1)xl+1(α + 1)fj

+
∑

k

ãkx1(α + 1)e1
k(α+1) · · ·xs(α + 1)es

k(α+1)xl+1(α + 1)fk

+ xl+1(α + 1)τΓ
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with ãi, ãj , ãk ∈ k(c0, . . . , cα+1)[[x1(α + 1), . . . , xl(α + 1)]], ãi, ãj units for all i, j and

ν(x1(α + 1)e1
k(α+1) · · ·xs(α + 1)es

k(α+1)xl+1(α + 1)fk) > ρ

for all k. In R(α + 2) ,̂ by (3.87)

g =
d∑

i=1

ãi

s∏
a=1

x∗a(α + 2)a1a(α+2)e1
i (α+1)+···+asa(α+2)es

i (α+1)+as+1,a(α+2)fi

(x∗l+1(α + 2) + cα+2)a1,s+1(α+2)e1
i (α+1)+···+as,s+1(α+2)es

i (α+1)+as+1,s+1(α+2)fi

+
∑

j

ãj

s∏
a=1

x∗a(α + 2)a1a(α+2)e1
j (α+1)+···+asa(α+2)es

j(α+1)+as+1,a(α+2)fj

(x∗l+1(α + 2) + cα+2)a1,s+1(α+2)e1
j (α+1)+···+as,s+1(α+2)es

j(α+1)+as+1,s+1(α+2)fj

+
∑

k

ãk

s∏
a=1

x∗a(α + 2)a1a(α+2)e1
k(α+1)+···+asa(α+2)es

k(α+1)+as+1,a(α+2)fk

(x∗l+1(α + 2) + cα+2)a1,s+1(α+2)e1
k(α+1)+···+as,s+1(α+2)es

k(α+1)+as+1,s+1(α+2)fk

+

[(
s∏

a=1

x∗a(α + 2)as+1,a(α+2)

)
(x∗l+1(α + 2) + cα+2)as+1,s+1(α+2)

]τ

Γ

with ãi, ãj , ãk ∈ k(c0, . . . , cα+2)[[x∗1(α + 2), . . . , x∗l+1(α + 2)]], ãi, ãj units and

ν(
s∏

a=1

x∗a(α + 2)a1a(α+2)e1
k(α+1)+···+asa(α+2)es

k(α+1)+as+1,a(α+2)fk) > ρ.

We have that

s∑
a=1

(a1a(α + 2)e1
i (α + 1) + · · ·+ asa(α + 2)es

i (α + 1) + as+1,a(α + 2)fi)ν(x∗a(α + 2))

are equal for 1 ≤ i ≤ d since the corresponding terms in g have equal value ρ. Set

αζ = (a1ζ(α + 2)e1
1(α + 1) + · · ·+ asζ(α + 2)es

1(α + 1) + as+1,ζ(α + 2)f1

for 1 ≤ ζ ≤ s. Since ν(x∗1(α + 2)), . . . , ν(x∗s(α + 2)) are rationally independent, we have

αζ = a1ζ(α + 2)e1
i (α + 1) + · · ·+ asζ(α + 2)es

i (α + 1) + as+1,ζ(α + 2)fi

for 1 ≤ i ≤ d and 1 ≤ ζ ≤ s. Set

mfi = a1,s+1(α + 2)e1
i (α + 1) + · · ·+ as,s+1(α + 2)es

i (α + 1) + as+1,s+1(α + 2)fi
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for 1 ≤ i ≤ d. Set

ε =

det




a11(α + 2) · · · a1s(α + 2)
...

...
as1(α + 2) · · · ass(α + 2)




det




a11(α + 2) · · · a1,s+1(α + 2)
...

...
as+1,1(α + 2) · · · as+1,s+1(α + 2)




.

ε is a nonzero integer. By Cramer’s rule,

fi − f1 = ε(mfi −mf1)

for 1 ≤ i ≤ d. Assume that ε > 0. We can perform a CRUTS of type M1) with associated

MTSs R(α+2) → R(α+3) and S(α+2) → S(α+3) where R(α+3) has regular parameters

(x1(α+3), . . . , xn(α+3)) and T ′′(α+3) has regular parameters (x1(α+3), . . . , xn(α+3))

such that

x1(α + 2) = x∗1(α + 2) = x1(α + 3)a11(α+3) · · ·xs(α + 3)a1s(α+3)(3.93)
...

xs(α + 2) = x∗s(α + 2) = x1(α + 3)as1(α+3) · · ·xs(α + 3)ass(α+3)

and

xi(α + 3) =
{

xi(α + 3) i ≤ s

x∗i (α + 2) s < i

xi(α + 2) = xi(α + 3) for s < i to get

g = x1(α + 3)a′1 · · ·xs(α + 3)a′s((xl+1(α + 3) + cα+2)mf1 Φ + x1(α + 3) · · ·xs(α + 3)G)

in k(c0, . . . , cα+3)[[x1(α + 3), . . . , xl+1(α + 3)]], with

Φ = ã1 + ã2(xl+1(α + 3) + cα+2)
f2−f1

ε + · · ·+ ãd(xl+1(α + 3) + cα+2)
fd−f1

ε .

In the case ε < 0, we must consider an expression

g = x1(α + 3)a′1 · · ·xs(α + 3)a′s((xl+1(α + 3) + cα+2)mfd Φ′ + x1(α + 3) · · ·xs(α + 3)G′)

with

Φ′ = ã1(xl+1(α + 3) + cα+2)
f1−fd

ε + · · ·+ ãd.

109



Again assume that ε > 0. The proof when ε < 0 is similar. Let

r′ = mult(Φ(0, . . . , 0, xl+1(α + 3))).

ρ = ν(ai) + fiν(xl+1(1)) ≤ rν(xl+1(1)) implies fd ≤ r. Set ηi = fi−f1
ε . The residue of ãi

in

T (α+3)/(x1(α+3), . . . , xl(α+3), xl+2(α+3), . . . , xn(α+3)) ∼= k(T (α+3))[[xl+1(α+3)]]

is a nonzero constant âi ∈ k(c0, . . . , cα+2) for 1 ≤ i ≤ d. Set

ζ(t) = â1 + â2t
η2 + · · ·+ âdt

ηd ,

r′ = mult(ζ(xl+1(α+3)+ cα+2)). r′ ≤ ηd = fd−f1
ε ≤ r. Suppose that r′ = r. Then f1 = 0,

fd = r, ε = 1 and ζ(t) = âd(t− cα+2)r. Thus there exist nonzero (xl+1(α+3)+ cα+2)r and

(xl+1(α + 3) + cα+2)r−1 terms in Φ(0, . . . , 0, xl+1(α + 3)) and fd−1 = fd− 1 = r− 1. Thus

ad is a unit so that ad = ãd and ν(ad−1xl+1(1)r−1) = ν(adxl+1(1)r) implies ν(xl+1(1)) =

ν(ad−1).

(3.94)
d∑

i=1

âi(xl+1(α + 3) + cα+2)
fi−f1

ε = âdxl+1(α + 3)r.

Expanding out the LHS of (3.94), we have

râdcα+2 + âd−1 = 0

which implies
cα+2

âd−1
= − 1

râd
.

Let α = âd ∈ k(c0) be the constant term of the power series ad ∈ k(c0)[[x1(1), . . . , xl(1)]].

xl+1(1)
ad−1

=
adxl+1(1)r

adad−1xl+1(1)r−1
=

ãd(xl+1(α + 3) + cα+2)mfd

ãdãd−1(xl+1(α + 3) + cα+2)
mfd−1

=
ãd(xl+1(α + 3) + cα+2)

fd−f1
ε

ãdãd−1(xl+1(α + 3) + cα+2)
fd−1−f1

ε

=
ãd(xl+1(α + 3) + cα+2)

ãdãd−1

which has residue − 1
rα in k(R(α + 3)) ⊂ Oν/mν . (Here Ov is the valuation ring of our

extension of ν to the quotient field of S(α + 3) .̂) There exists Q ∈ R̃(1) such that
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Q is equivalent to − 1
rαad−1 modulo a sufficiently high power of the maximal ideal of

k(c0)[[x1(1), . . . , xl(1)]] (recall that c1 = 1) so that ν(xl+1(1) − Q) > ν(xl+1(1)) (Recall

that xl+1(1) = xl+1(1)).

Since adxl+1(1)r is a minimum value term of g, we have ν(xl+1(1)) ≤ ν(g). Make a

change of variables in R(1) and T ′′(1), replacing xl+1(1) and xl+1(1) with

x
(1)
l+1(1) = x

(1)
l+1(1) = xl+1(1)−Q

CN(1) holds for these new variables. Further, in S(1) ,̂ we have

x
(1)
l+1(1) = P (1)(y1(1), . . . , yl(1)) + y1(1)d1(1) · · · ys(1)ds(1)Σ0

where mult(Σ0(0, . . . , 0, yl+1(1), 0, . . . , 0)) = 1. Then repeat the above procedure with this

change of variable and our previous g. If ν(P (1)) > ν(ỹ1(α)d1(α) · · · ỹs(α)ds(α)) the above

algorithm produces an expression

x
(1)
l+1(1) = ỹ1(α + 1)d1(α+1) · · · ỹs(α + 1)ds(α+1)Σ(1)

α

where mult(Σ(1)
α (0, . . . , 0, ỹl+1(α + 1), 0, . . . , 0)) = 1. So suppose that

ν(P (1)) ≤ ν(ỹ1(α)d1(α) · · · ỹs(α)ds(α)).

If we do not get a reduction r1 < r, we have

ν(xl+1(1)) < ν(x(1)
l+1(1)) ≤ ν(g).

We can repeat this process. By Lemma 1.3, We eventually get a reduction r′ < r, or

ν(g) = ∞ and we can construct (as in (3.31) in the proof of A(m) in Theorem 1)

φ = Limi→∞Qi(x1(1), . . . , xl(1)) ∈ k(c0)[[x1(1), . . . , xl(1)]]

such that

(3.95) g = u(xl+1(1)− φ)r + h.

where h ∈ alk(c0)[[x1(1), . . . , xl+1]] with

al = {f ∈ k(c0)[[x1(1), . . . , xl(1)]] | ν(f) > ∞}
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and u(x1(1), . . . , xl+1) is a unit power series.

Suppose that r′ < r. In our construction, yl+1(α + 3) = yl+1, so that if

Σ0 = Σα+3
0 (y1(α + 3), . . . , yn(α + 3)),

mult(Σα+3
0 (0, . . . , 0, yl+1(α + 3), 0, . . . , 0)) = 1. Set

g1 = (xl+1(α + 3) + cα+2)mf1 Φ + x1(α + 3) · · ·xs(α + 3)G.

xl+1(α + 2) = ηx∗l+1(α + 2) where η ∈ k(cα+2)[x∗l+1(α + 2)] is a unit which implies

xl+1(α + 3) = ηxl+1(α + 3).

Thus

g1 ∈ k(c0, . . . , cα+3)[[x1(α + 3), . . . , xl+1(α + 3)]]

= k(c0, . . . , cα+3)[[x1(α + 3), . . . , xl+1(α + 3)]] ⊂ R(α + 3)ˆ

Σ0 | g1 so that

1 ≤ mult(g1(0, . . . , 0, xl+1(α + 3)) = mult(g1(0, . . . , 0, xl+1(α + 3)) = r1 < r.

By (3.92), there is an expression in S(α + 3)ˆ

xl+1(α + 3) = xl+1(α + 2)

= Pα+3(ỹ1(α + 3), . . . , ỹl(α + 3))

+ ỹ1(α + 3)d1(α+3) · · · ỹs(α + 3)ds(α+3)Σα+3(ỹ1(α + 3), . . . , ỹn(α + 3))

where mult(Σα+3(0, . . . , 0, ỹl+1(α + 3), 0, . . . , 0)) = 1. Now set x̃i(α + 3) = xi(α + 3) for

1 ≤ i ≤ n. By (3.90), (3.91) and (3.93) CN(α+3) holds (with γi(α+3) = 1 for 1 ≤ i ≤ l).

By induction on r we can now repeat the procedure following (3.85), with R(1), R̃(1), S(1)

replaced with R(α + 3), R̃(α + 3), S(α + 3) respectively, c0 with a primitive element of

k(c0, . . . , cα+3) over k, g with g1, to eventually get t such that CN(t) holds with x̃i(t) = xi(t)

for 1 ≤ i ≤ n and

xl+1(t) = ỹ1(t)
d1(t) · · · ỹs(t)

ds(t)Σt(ỹ1(t), . . . , ỹn(t))

where mult(Σt(0, . . . , 0, ỹl+1(t), 0, . . . , 0) = 1 or we have

xl+1(t) = Pt(ỹ1(t), · · · , ỹl(t)) + ỹ1(t)
d1(t) · · · ỹs(t)

ds(t)Σt(ỹ1(t), . . . , ỹn(t))

112



where mult(Σt(0, . . . , 0, ỹl+1(t), 0 . . . , 0) = 1, Pt, Σt are series with coefficients in k(S(t))

and

(3.96) g = u(x1(t), . . . , xl+1(t))x1(t)d1 · · · , xs(t)ds [xl+1(t) + Φ(x1(t), . . . , xl(t))]a

for some a > 0 where u, Φ are series with coefficients in k(c0, . . . , ct), u is a unit and Σ0 | g.

Suppose that (3.96) holds. Define

Σt
0(ỹ1(t), . . . , ỹn(t)) = Σ0.

mult(Σt
0(0, . . . , 0, ỹl+1(t), 0, . . . , 0) = 1. We have regular parameters (ŷ1(t), . . . , ŷn(t)) in

S(t)ˆ defined by

ŷi(t) =
{

ỹi(t) i 6= l + 1
Σ0 i = l + 1

There is an expression

xl+1(t) = P t(ŷ1(t), . . . , ŷl(t)) + ŷ1(t)d1(t) · · · ŷds(t)
s Σ̂t(ŷ1(t), . . . , ŷn(t))

with mult(Σ̂t(0, . . . , 0, ŷl+1(t), 0, . . . , 0) = 1. Thus

ŷl+1(t) | xl+1(t) + Φ(x1(t), . . . , xl(t))

in S(t) .̂ Since Pt + Φ ∈ k(S(t))[[ỹ1(t), . . . , ỹl(t)]],

Pt + Φ = Ωỹ1(t)
d1(t) · · · ỹs(t)

ds(t)

with Ω ∈ k(S(t))[[ỹ1(t), . . . , ỹl(t)]] and

Σ0 | Ω + Σt.

Set mt,l = m (k(c0, . . . , ct)[[x1(t), . . . , xl(t)]]). Choose N so that

Nν(mt,l) > ν(ỹ1(t)
d1(t) · · · ỹs(t)

ds(t)).

There exists Φ′ ∈ k(c0, . . . , ct)[x1(t), . . . , xl(t)] such that Φ′ ≡ Φ mod mN
t,l. Make a

change of variables, replacing xl+1(t) with xl+1(t) + Φ′ to get

xl+1(t) = ỹ1(t)
d1(t) · · · ỹs(t)

ds(t)(Ω + Σt) + (Φ′ − Φ)
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By Theorem 3.11, we can perform a CRUTS along ν in the first l variables, with associated

MTSs R(t) → R(t′), S(t) → S(t′) to get

x̃l+1(t′) = xl+1(t′) = ỹ1(t
′)d1(t

′) · · · ỹs(t
′)ds(t′)Σt′ ,

where mult(Σt′(0, . . . , 0, ỹl+1(t′), 0, . . . , 0)) = 1 and such that CN(t′) holds.

We thus have regular parameters (x1(t′), . . . , xn(t′)) in R(t′) and (y1(t′), . . . , yn(t′))

in S(t′), units τ1(t′), . . . , τs(t′) ∈ S(t′) such that

x1(t′) = y1(t′)c11(t
′) · · · ys(t′)c1s(t′)τ1(t′)

...

xs(t′) = y1(t′)cs1(t
′) · · · ys(t′)css(t′)τs(t′)

xs+1(t′) = ys+1(t′)
...

xl(t′) = yl(t′)

xl+1(t′) = y1(t′)d1(t
′) · · · ys(t′)ds(t′)yl+1(t′).

Let φi(t′) be the residue of τi(t′) in k(S(t′)), τ i = τi(t
′)

φi(t′)
. Let (eij) = (cij(t′))−1. Define

yi(t
′) =





τ ei1
1 · · · τeis

s yi(t′) 1 ≤ i ≤ s

yi(t′) s < i, i 6= l + 1

τ
−e11d1(t

′)−···−es1ds(t′)
1 · · · τ−e1sd1(t

′)−···−essds(t′)
s yl+1(t′) i = l + 1

We have

x1(t′) = y1(t
′)c11(t

′) · · · ys(t
′)c1s(t′)φ1(t′)

...

xs(t′) = y1(t
′)cs1(t

′) · · · ys(t
′)css(t′)φs(t′)

xs+1(t′) = ys+1(t
′)

...

xl(t′) = yl(t
′)

xl+1(t′) = y1(t
′)d1(t

′) · · · ys(t
′)ds(t′)yl+1(t

′)

in

U ′′(t′) = S(t′)[τe11
1 , . . . , τess

s ](y1(t
′),...,yn(t′)).
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By Lemma 3.5, we can perform a MTS of type IIl+1 R(t′) → R(t′ + 1)

x1(t′) = x1(t′ + 1)a11(t
′+1) · · ·xs(t′ + 1)a1s(t′+1)c

a1,s+1(t
′+1)

t′+1

...

xs(t′) = x1(t′ + 1)as1(t
′+1) · · ·xs(t′ + 1)ass(t′+1)c

as,s+1(t
′+1)

t′+1

xl+1(t′) = x1(t′ + 1)as+1,1(t
′+1) · · ·xs(t′ + 1)as+1,s(t′+1)(xl+1(t′ + 1) + 1)cas+1,s+1(t

′+1)
t′+1

and a MTS of type IIl+1 (possibly followed by a transformation of type I) S(t′) → S(t′+1))

y1(t
′) = y1(t

′ + 1)b11(t
′+1) · · · ys(t

′ + 1)b1s(t′+1)d
b1,s+1(t

′+1)
t′+1

...

ys(t
′) = y1(t

′ + 1)bs1(t
′+1) · · · ys(t

′ + 1)bss(t′+1)d
bs,s+1(t

′+1)
t′+1

yl+1(t
′) = y1(t

′ + 1)bs+1,1(t
′+1) · · · ys(t

′ + 1)bs+1,s(t′+1)(yl+1(t
′ + 1) + 1)dbs+1,s+1(t

′+1)
t′+1

such that R(t′ + 1) ⊂ S(t′ + 1), and xl+1(t′ + 1) = yl+1(t′ + 1). By adding an appropriate

series Ω to xl+1(t′+1), we will have regular parameters in R(t′+1) → S(t′+1) as desired.

4. Monomialization

Theorem 4.1. Suppose that R ⊂ S are excellent regular local rings such that dim(R) =

dim(S), containing a field k of characteristic 0 such that the quotient field K of S is a

finite extension of the quotient field J of R. Suppose that ν is a valuation of K with

valuation ring V such that V dominates S. Suppose that ν has rank 1 and rational rank s.

Suppose that if mV is the maximal ideal of V , and p∗ = mV ∩S, then (S/p∗)p∗ is a finitely

generated field extension of k. Then there exist sequences of monodial transforms R → R′

and S → S′ along ν such that dim(R′) = dim(S′), S′ dominates R′, ν dominates S′ and

there are regular parameters (x′1, . . . , x
′
n) in R′, (y′1, . . . , y

′
n) in S′, units δ1, . . . , δs ∈ S′ and

a matrix (cij) of nonnegative integers such that det(cij) 6= 0 and

x′1 = (y′1)
c11 · · · (y′s)c1sδ1

...

x′s = (y′1)
cs1 · · · (y′s)cssδs

x′s+1 = y′s+1

...

x′n = y′n.
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Proof: By Theorem 1.7, applied to the lift to V of a transcendence basis of V/mν over

R/m (which is finite by Theorem 1 [Ab2] or Appendix 2 [ZS]), there exists a MTS along ν,

R → R1, such that dimR1(ν) = 0. Let m1 be the maximal ideal of R1. trdegR/m(R1/m1) =

dimR(ν) and dim(R1) = dim(R)−dimR(ν) by the dimension formula (Theorem 15.6 [M]).

By Theorem 1.6, there exists a MTS S → S1 along ν such that S1 dominates R1. Let n1

be the maximal ideal of S1. S is essentially of finite type (a spot) over R by Theorem 1.11,

since dim(R) = dim(S). Hence S1 is a spot over R1. By the dimension formula,

dim(R1) = dim(S1) + trdegR1/m1(S1/n1) = dim(S1),

since trdegR1/m1(S1/n1) ≤ dimR1(ν) = 0. We may thus assume that dimR(ν) = 0.

Let {ti} be a transcendence basis of R/m over k. Let ti be lifts of ti to R. Then the

field L obtained by adjoining all of the ti to k is contained in R, and ν is trivial on L−{0}.
hence we can replace k by L. We may thus assume that assumptions 1) and 2) of Chapter

3 hold.

There exist f1, . . . , fs ∈ J such that ν(f1), . . . , ν(fs) are positive and rationally inde-

pendent. By Theorem 1.7, there exists a MTS R → R′ along ν, such that f1, . . . , fs ∈ R′.

By Theorem 1.5, there exists a MTS R′ → R′′ along ν such that f1 · · · fs is a SNC di-

visor in R′′. Then R′′ has regular parameters (x′′1 , . . . , x′′n) such that ν(x′′1), . . . , ν(x′′s ) are

rationally independent. By Theorem 1.6, there exists a MTS S → S′ along ν, such that

R′′ ⊂ S′. We may thus assume that there exist regular parameters (x1, . . . , xn) in R such

that ν(x1), . . . , ν(xs) are rationally independent.

By Theorem 1.5, after replacing S with a MTS along ν we may assume that x1 · · ·xn

has SNCs in S. Thus there are regular parameters (y1, . . . , yn) in S and units ψi such that

xi = yci1
1 · · · ycin

n ψi

for 1 ≤ i ≤ s. Thus ν(y1), . . . , ν(yn) span a rational vector space of dimension s. After

possibly reindexing the yi, we may assume that ν(y1), . . . , ν(ys) are rationally independent.

By 1) of Theorem 3.9 with R = S, f = x1 . . . xs and Theorem 3.11, we can replace S with

a MTS along ν to get

xi = yci1
1 · · · ycis

s ψi

for 1 ≤ i ≤ s, where ψi are units and det(cij) 6= 0.

Let φi be the residue of ψi in S/n. For 1 ≤ j ≤ s set

εi =
s∏

i=1

(
ψj

φj

)eij
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where (eij) = (cij)−1, a matrix with rational coefficients. εj ∈ Ŝ for 1 ≤ j ≤ s.

Set T ′′(0) = R, xi = xi for 1 ≤ i ≤ n. Set U ′′(0) = S[d0, ε1, . . . , εs]q where d0 ∈ Ŝ is

such that k(d0) ∼= k(S), q = m(Ŝ) ∩ S[d0, ε1, . . . , εs]. U ′′(0) has regular parameters

yj =
{

εjyj 1 ≤ j ≤ s

yj s < j.

xi = yci1
1 · · · ycis

s φi

for 1 ≤ i ≤ s. Set R̃(0) = k[x1, . . . , xs]q, q = m(R) ∩ k[x1, . . . , xs], c0 = 1. Thus the

assumptions of Theorem 3.12 are satisfied with l = s and by the conclusions of Theorem

3.12 applied n − s times consecutively, we can construct MTSs R → R′, S → S′ such

that V dominates S′, S′ dominates R′ and R′ has regular parameters (x′1, . . . , x
′
n), S′ has

regular parameters (y′1, . . . , y
′
n) satisfying the conclusions of the Theorem.

Corollary 4.2. Suppose that R ⊂ S are excellent regular local rings such that dim(R) =

dim(S), containing a field k of characteristic 0 and with a common quotient field K.

Suppose that ν is a valuation of K with valuation ring V such that V dominates S.

Suppose that ν has rank 1 and rational rank s. Suppose that if mV is the maximal ideal

of V , and p∗ = mV ∩ S, then (S/p∗)p∗ is a finitely generated field extension of k. Then

there exist sequences of monodial transforms R → R′ and S → S′ along ν such that

dim(R′) = dim(S′), S′ dominates R′, ν dominates S′ and there are regular parameters

(x′1, . . . , x
′
n) in R′, (ỹ1, . . . , ỹn) in S′ such that

x′1 = ỹc11
1 · · · ỹc1s

s

...

x′s = ỹcs1
1 · · · ỹcss

s

x′s+1 = ỹs+1

...

x′n = ỹn

where det(cij) = ±1 and k(R′) ∼= k(S′).

Proof: We can construct MTSs along ν R → R′, S → S′ such that the conclusions of

Theorem 4.1 hold. To finish the proof, we must show that det(cij) = ±1 and k(R′) ∼= k(S′).

We will analyze (cij) by constructing MTSs which may not be dominated by ν. Since

interchanging the variables x′i will only change the sign of det(cij), we may assume that

c11 6= 0.
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Case 1. Suppose that c11 < c21. Then we can perform a MTS S′ → S(1) where S(1) has

regular parameters (y1(1), . . . , yn(1)) such that

y′i =
{

y1(1)y2(1)m · · · ys(1)m i = 1
yi(1) i 6= 1

Then for m >> 0 the monoidal transform R′ → R(1) factors through S(1), where R(1)

has regular parameters (x1(1), . . . , xn(1)) defined by

x′i =
{

x1(1)x2(1) i = 2
xi(1) i 6= 2

.

Then

x1(1) = y1(1)c11 · · ·
x2(1) = y1(1)c21−c11 · · ·
x3(1) = y1(1)c31 · · ·

...

Case 2. Suppose that c21 < c11. As in Case 1, we can perform MTSs to get

x1(1) = y1(1)c11−c21 · · ·
x2(1) = y1(1)c21 · · ·
x3(1) = y1(1)c31 · · ·

...

Case 3. Suppose that c11 = c21 and c1j < c2j for some j. Perform a MTS S′ → S(1)

where S(1) has regular parameters (y1(1), . . . , yn(1)) such that

y′i =
{

yj(1)y2(1)m · · · yj−1(1)myj+1(1)m · · · ys(1)m i = j

yi(1) i 6= j

Then for m >> 0 the monoidal tranform R′ → R(1) factors through S(1), where R(1) has

regular parameters (x1(1), . . . , xn(1)) defined by

x′i =
{

x1(1)x2(1) i = 2
xi(1) i 6= 2

.
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Then

x1(1) = y1(1)c11 · · ·
x2(1) = y2(1)c22−c12+m(c2j−c1j) · · ·
x3(1) = y1(1)c31 · · ·

...

Case 4. In the remaining case c11 = c21 and c1j ≥ c2j for all j. Then the monoidal tran-

form R′ → R(1) factors through S′, where R(1) has regular paramaters (x1(1), . . . , xn(1))

defined by

x′i =
{

x1(1)x2(1) i = 1
xi(1) i 6= 1

.

Then

x1(1) = (y′2)
c12−c22 · · ·

x2(1) = (y′1)
c21(y′2)

c22 · · ·
x3(1) = (y′1)

c31 · · ·
...

By continuing to apply these four cases, we can construct R′ → R(α) and S′ → S(α)

such that S(α) dominates R(α),

x1(α) = y1(α)c11(α) · · · yc1s(α)
s φ1(4.1)

...

xs(α) = y1(α)cs1(α) · · · ycss(α)
s φs

xs+1(α) = ys+1(α)
...

xn(α) = yn(α)

with φi units in S(α) and c21(α) = 0. By repeating the above procedure on successive

rows we can construct a MTS (4.1) with

c21(α) = · · · = cs1(α) = 0.
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Then the algorithm can be applied to the matrix obtained by removing the first row and

column from (cij) to construct (4.1) such that (cij(α)) is a upper triangular matrix.

Set q = (y1(α)), p = R(α) ∩ (y1(α)). Our assumption that (cij) is upper triangular

implies

qS(α)ˆ∩R(α)ˆ = x1(α)R(α) ,̂

so that p = (x1(α)) and dim R(α)p = dim S(α)q. By the dimension formula, A =

(S(α)/q)q is finite over (R(α)/p)p. S(α)q/pS(α)q
∼= A[y1(α)]/(y1(α)c11(α)) is then finite

over (R(α)/p)p, so that R(α)p = S(α)q and c11(α) = 1 by Theorem 1.10.

Now perform the MTS S(α) → S(α + 1) where S(α + 1) has regular parameters

(y1(α + 1), . . . , yn(α + 1)) such that

yi(α) =
{

y1(α + 1)y2(α + 1)m1y3(α + 1)m2 · · · ys(α + 1)m2 i = 1
yi(α + 1) i > 1

where m1 is chosen so that

m1 + c12(α) = rc22(α)

for some r > 0 and m2 is sufficiently large that

m2 + c1j(α) > rc2j(α)

for 3 ≤ j ≤ s. Then the MTS R(α) → R(α + 1) factors through S(α + 1), where

xi(α) =
{

x1(α + 1)x2(α + 1)r i = 1
xi(α + 1) i > 1

and

x1(α + 1) = y1(1)y3(1)c31(α+1) · · ·
x2(α + 1) = y2(1)c22(α+1) · · ·
x3(α + 1) = y3(1)c33(α+1) · · ·

...

Now perform a series of similar MTSs to get (4.1) with (cij(α)) an upper triangular matrix

with

c1j(α) =
{

1 j = 1
0 j > 1.

120



Set q = (y1(α), y2(α)), p = R(α) ∩ q = (x1(α), x2(α)).

S(α)q/pS(α)q
∼= (S(α)/q)q[y2(α)]/(y2(α)c22(α))

is finite over (R(α)/p)p. By Theorem 1.10, R(α)p = S(α)q and c22(α) = 1. We can repeat

the above procedure to get (4.1) where (cij(α)) is the identity matrix and R(α) = S(α).

Thus det(cij) = ±1. Furthermore,

k(R′) ∼= k(R(α)) ∼= k(S(α)) ∼= k(S′).

Set (eij) = (cij)−1, a matrix with integral coefficients. Set

ỹi =
{

δei1
1 · · · δeis

s y′i 1 ≤ i ≤ s

y′i s < i

then (ỹ1, . . . , ỹn) are regular parameters in S′ satisfying the conclusions of the Theorem.

Suppose that R ⊂ S are excellent regular local rings such that dim(R) = dim(S) = n,

containing a field k of characteristic 0, such that the quotient field K of S is a finite

extension of the quotient field J of R. Suppose that ν is a valuation of K with valuation

ring V such that V dominates S and ν has rank r. The primes of V are a chain

0 = p0 ⊂ · · · ⊂ pr ⊂ V.

We will begin by reviewing basic facts on specialization and composition of valuations (c.f.

sections 8,9,10 of [Ab3] and chapter VI, section 10 of [ZS]). Suppose that Γν is the value

group of ν. The isolated subgroups of Γν are a chain

0 = Γr ⊂ · · · ⊂ Γ0 = Γν .

Set

Ui = {ν(a) | a ∈ pi}

Then the isolated subgroup Γi of pi is defined to be the complement of Ui and −Ui in Γν .

For i < j ν induces a valuation on the field (V/pi)pi with valuation ring (V/pi)pj and

value group Γi/Γj . If j = i + 1, Γi/Γj has rank 1.

For all i, Vpi is a valuation ring of K dominating Rpi∩R. Thus

trdeg(R/Pi∩R)pi∩R
(V/pi)pi < ∞
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by Theorem 1 [Ab2] or Appendix 2 [ZS]. We can lift transcendence bases of (V/pi)pi
over

(R/pi ∩R)pi∩R for 1 ≤ i ≤ r to t1, . . . , ta ∈ V . After possibly replacing the ti with 1
ti

, we

have ν(ti) ≥ 0 for all ti. By Theorem 1.7, there exists a MTS R → R′ along ν such that

ti ∈ R′ for all i. Let p′i = R′ ∩ pi. Then

trdeg(R′/p′
i
)p′

i

(V/pi)pi
= 0

for 1 ≤ i ≤ r. By Theorem 1.6, there exists a MTS S → S′ along ν such that S′ dominates

R′. Replacing R by R′ and S by S′, we may thus assume that

trdeg(R/pi∩R)pi∩R
(V/pi)pi

= 0

for 1 ≤ i ≤ r. Then

trdeg(R/pi∩R)pi∩R
(S/pi ∩ S)pi∩S = 0

for all i. By the dimension formula (c.f. Theorem 15.6 [M])

dim R/pi ∩R = dim S/pi ∩ S

for 0 ≤ i ≤ r.

Theorem 4.3. Suppose that R ⊂ S are excellent regular local rings such that dim(R) =

dim(S) = n, containing a field k of characteristic 0 such that the quotient field K of S is

a finite extension of the quotient field J of R. Suppose that ν is a valuation of K with

valuation ring V such that V dominates S and ν has rank r. Suppose that if mV is the

maximal ideal of V , and p∗ = mV ∩S, then (S/p∗)p∗ is a finitely generated field extension

of k. Suppose that the segments of Γν are

0 = Γr ⊂ · · · ⊂ Γ0 = Γν

with associated primes

0 = p0 ⊂ · · · ⊂ pr ⊂ V.

Suppose that Γi−1/Γi has rational rank si for 1 ≤ i ≤ r and

trdeg(R/pi∩R)pi∩R
(V/pi)pi = 0

for 1 ≤ i ≤ r. Set ti = dim(R/pi−1 ∩R)pi∩R for 1 ≤ i ≤ r, so that n = t1 + · · ·+ tr. Then

there exist MTSs R → R′ and S → S′ along ν such that S′ dominates R′, R′ has regular

parameters (z1, . . . , zn), S′ has regular parameters (w1, . . . , wn) such that

pi ∩R′ = (z1, . . . , zt1+···+ti)

pi ∩ S′ = (w1, . . . , wt1+···+ti)

for 1 ≤ i ≤ r and
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z1 = w
g11(1)
1 · · ·wg1s1 (1)

s1 w
h1,t1+1(1)
t1+1 · · ·wh1n(1)

n δ11

...

zs1 = w
gs11(1)
1 · · ·wgs1s1 (1)

s1 w
hs1,t1+1(1)
t1+1 · · ·whs1n(1)

n δ1s1

zs1+1 = ws1+1w
hs1+1,t1+1(1)
t1+1 · · ·whs1+1,n(1)

n δ1s1+1

...

zt1 = wt1w
ht1,t1+1(1)
t1+1 · · ·wht1n(1)

n δ1t1

zt1+1 = w
g11(2)
t1+1 · · ·wg1s2 (2)

t1+s2
w

h1,t1+t2+1(2)
t1+t2+1 · · ·wh1n(2)

n δ21

...

zt1+s2 = w
gs21(2)
t1+1 · · ·wgs2s2 (2)

t1+s2
w

hs2,t1+t2+1(2)
t1+t2+1 · · ·whs2n(2)

n δ2s2

zt1+s2+1 = wt1+s2+1w
hs2+1,t1+t2+1(2)
t1+t2+1 · · ·whs2+1,n(2)

n δ2s2+1

...

zt1+t2 = wt1+t2w
ht2,t1+t2+1(2)
t1+t2+1 · · ·wht2n(2)

n δ2t2

...

zt1+···+tr−1+1 = w
g11(r)
t1+···+tr−1+1 · · ·wg1sr (r)

t1+···+tr−1+sr
δr1

...

zt1+···+tr−1+sr = w
gsr1(r)
t1+···+tr−1+1 · · ·wgsrsr (r)

t1+···+tr−1+sr
δrsr

zt1+···+tr−1+sr+1 = wt1+···+tr−1+sr+1δrsr+1

...

zt1+···+tr = wt1+···+trδrtr

where

det




g11(i) · · · g1si(i)
...

...
gsi1(i) · · · gsisi(i)


 6= 0,

δij are units in S′ for 1 ≤ i ≤ r, and hjk(i) are nonnegative integers.

Proof: The proof is by induction on r. r = 1 is immediate from Theorem 4.1. Suppose

that the Theorem is true for rank r − 1. Set pi(0) = pi ∩ R, qi(0) = pi ∩ S. Then there

exist MTSs Rpr−1(0) → T1 and Sqr−1(0) → U1 such that Vpr−1 dominates U1, U1 dominates
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T1 and the conclusions of the Theorem hold for T1 ⊂ U1. By Theorems 1.9 and 1.6 there

exist MTSs along ν R → R(1) and S → S(1) such that V dominates S(1), S(1) dominates

R(1) and if pi(1) = pi ∩ R(1), qi(1) = pi ∩ S(1), R(1)pr−1(1)
∼= T1, S(1)qr−1(1)

∼= U1 and

R(1)/pi(1), S(1)/qi(1) are regular local rings for 1 ≤ i ≤ r.

By assumption, R(1)pr−1(1) has regular parameters (x̃1, . . . , x̃t1+···+tr−1) and

S(1)qr−1(1) has regular parameters (ỹ1, . . . , ỹt1+···+tr−1) satisfying the conclusions of the

Theorem. Set λ = t1 + · · · + tr−1. R(1) has regular parameters (x1(1), . . . , xn(1))

such that pr−1(1) = (x1(1), . . . , xλ(1)). Let π(1) : R(1) → R(1)/pr−1(1). There exist

ai
j ∈ R(1)pr−1(1), 1 ≤ i ≤ λ, 1 ≤ j ≤ λ such that

x̃i = ai
1x1(1) + · · ·+ ai

λxλ(1)

and det(ai
j) 6∈ pr−1(1)pr−1(1). There exists u(1) ∈ R(1)− pr−1(1) such that u(1)x̃i ∈ R(1)

for 1 ≤ i ≤ λ and if we define x̃i(1) = u(1)x̃i

x̃i(1) = ai
1x1(1) + · · ·+ ai

λxλ(1)

for 1 ≤ i ≤ λ where ai
j ∈ R(1) for all i, j and det(ai

j) 6∈ pr−1(1). After reindexing the

x̃i(1), we may assume that a1
1 6∈ pr−1(1). Let b1

1 = π(1)(a1
1).

V/pr−1 is a rank 1, rational rank sr valuation ring. The quotient field of V/pr−1

is algebraic over the quotient field of R(1)/pr−1(1) so that if L is the quotient field of

R(1)/pr−1(1), then L ∩ V/pr−1 is a rank 1, rational rank sr valuation ring. Let ν denote

the valuation induced by ν on L.

By Theorems 4.1, 3.9 and 3.11 (with R = S = R(1)/pr−1(1)) there exists a MTS

R̃(1) = R(1)/pr−1(1) → R̃(2) → · · · → R̃(m)

where each R̃(i) → R̃(i + 1) is a monoidal transform and R̃(m) has regular parameters

(yλ+1(m), . . . , yn(m)) such that ν(yλ+1(m)), . . . , ν(yλ+sr
(m)) are rationally independent

and b1
1 = yλ+1(m)aλ+1 · · · yλ+sr

(m)aλ+sr u where u ∈ R̃(m) is a unit. There exist regular

parameters (yλ+1(1), . . . , yn(1)) in R̃(1) and a ≤ n such that

R̃(2) = R̃(1)
[
yλ+2(1)
yλ+1(1)

, · · · , ya(1)
yλ+1(1)

]

Q(2)

where Q(2) is a maximal ideal. Let yi(1) be lifts of yi(1) to R(1) for λ + 1 ≤ i ≤ n. Then

(x1(1), . . . , xλ(1), yλ+1(1), . . . , yn(1)) are regular parameters in R(1). We have a surjection

Φ1 : R(1)
[
yλ+2(1)
yλ+1(1)

, · · · , ya(1)
yλ+1(1)

]
→ R̃(1)

[
yλ+2(1)
yλ+1(1)

, · · · , ya(1)
yλ+1(1)

]
.
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Let Q2 = Φ−1
1 (Q(2)). Set

R2 = R(1)
[
yλ+2(1)
yλ+1(1)

, · · · , ya(1)
yλ+1(1)

]

Q2

.

R(1) → R2 is a monoidal transform along ν and pr−1 ∩R2 = (x1(1), . . . , xλ(1)),

(R2)pr−1∩R2
∼= R(1)pr−1(1) and R2/pr−1 ∩R2

∼= R̃(2).

We can inductively construct a MTS along ν

(4.2) R(1) → R2 → · · · → Rm = R(2)

such that R(2)pr−1(2)
∼= R(1)pr−1(1), R(2)/pr−1(2) ∼= R̃(m) with pr−1(2) = pr−1 ∩ R(2)

and R(2) has regular parameters (x1(2), . . . , xn(2)) such that

xi(2) =
{

xi(1) 1 ≤ i ≤ λ

yi(2) λ + 1 ≤ λ ≤ n

where yi(2) are lifts of yi(m) to R(2). Thus

a1
1 = xλ+1(2)aλ+1 · · ·xλ+sr (2)aλ+sr u + b1x1(2) + · · ·+ bλxλ(2)

where u, b1, . . . , bλ ∈ R(2) and u is a unit. Thus

x̃1(1) = xλ+1(2)aλ+1 · · ·xλ+sr (2)aλ+sr ux1(2) + ax1(2)2 +
λ∑

i=2

aixi(2)

with ai, a ∈ R(2). Now perform a MTS R(2) → R(3) along ν

xi(2) =





xλ+1(3)aλ+1+1 · · ·xλ+sr (3)aλ+sr +1x1(3) i = 1
xλ+1(3)2aλ+1+2 · · ·xλ+sr (3)2aλ+sr +2xi(3) 2 ≤ i ≤ λ

xi(3) λ + 1 ≤ i ≤ n

Thus xi(3) ∈ R(2)pr−1(2) for 1 ≤ i ≤ n. Set pr−1(3) = pr−1 ∩ R(3). Then R(2)pr−1(2) =

R(3)pr−1(3).

x̃1(1) = xλ+1(3)2aλ+1+1 · · ·xλ+sr (3)2aλ+sr +1(x1(3)u + xλ+1(3) · · ·xλ+sr (3)c)

for some c ∈ pr−1(3). Set

x̂i(3) =
{

x1(3)u + xλ+1(3) · · ·xλ+sr (3)c i = 1
xi(3) 2 ≤ i ≤ n
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Then (x̂1(3), . . . , x̂n(3)) are regular parameters in R(3) with pr−1(3) = (x̂1(3), . . . , x̂λ(3)).

pr−1(3)R(3)pr−1(3) = (x̃1, . . . , x̃λ)R(3)pr−1(3) implies there exists ai
j(3) ∈ R(3)pr−1(3) such

that

x̃i =
{

a1
1(3)x̂1(3) i = 1

ai
1(3)x̂1(3) + · · ·+ ai

λ(3)x̂λ(3) 2 ≤ i ≤ λ

and

det




a2
2(3) · · · a2

λ(3)
...

...
aλ
2 (3) · · · aλ

λ(3)


 6∈ pr−1(3)pr−1(3).

We can repeat the above argument to construct a MTS R(1) → R′′ along ν such that if

p′′r−1 = pr−1 ∩ R′′, R(1)pr−1(1) = R′′p′′
r−1

and there exists a regular system of parameters

(x′′1 , . . . , x′′n) in R′′ and u1, . . . , uλ ∈ R′′p′′
r−1

− (p′′r−1)p′′
r−1

such that x̃i = uix
′′
i for 1 ≤ i ≤ λ.

By Theorem 1.6 and the above argument, there exists a MTS S(1) → S′′ along ν such

that if q′′r−1 = pr−1 ∩ S′′, S(1)qr−1(1) = S′′q′′
r−1

, S′′ dominates R′′ and there are regular

parameters (y′′1 , . . . , y′′n) in S′′ and v1, . . . , vλ ∈ S′′q′′
r−1

− (q′′r−1)q′′
r−1

such that ỹi = viy
′′
i for

1 ≤ i ≤ λ. Thus we have

x′′1 = ψ1(y′′1 )g11(1) · · · (y′′s1
)g1s1 (1)(y′′t1+1)

h1t1+1(1) · · · (y′′λ)h1λ(1)(4.3)
...

x′′λ = ψλy′′λ

with ψ1, . . . , ψλ ∈ S′′q′′
r−1

−(q′′r−1)q′′
r−1

. ψi = fi

gi
with fi, gi ∈ S′′−q′′r−1, fi, gi relatively prime

in S′′. There are nonnegative integers di
1 such that

gix
′′
i = fi(y′′1 )di

1 · · · (y′′λ)di
s for 1 ≤ i ≤ λ so that gi | fi in S′′ and ψi ∈ S′′ − q′′r−1 for

1 ≤ i ≤ λ.

Let π′ : R′′ → R′′/p′′r−1 and π′′ : S′′ → S′′/q′′r−1. Let x′′i = π′(x′′i ) and y′′i = π′′(y′′i ). ν

induces a rank 1 rational rank sr valuation on K = (S′′/q′′r−1)q′′
r−1

. By Theorem 4.1, there

exist MTSs

R′′/p′′r−1 = R̃ → R̃(1) → · · · → R̃(m) = T

and

S′′/q′′r−1 = S̃ → S̃(1) → · · · → S̃(m) = U

such that the valuation ring (V/pr−1)∩K dominates U , U dominates T , T has regular pa-

rameters (xλ+1, . . . , xn), U has regular parameters (yλ+1, . . . , yn) such that
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ν(yλ+1), . . . , ν(yλ+sr
) are rationally independent, where ν is the valuation induced by

ν on the quotient field of U and

xλ+1 = y
g11(r)
λ+1 · · · ygrsr (r)

λ+sr
δλ+1(4.4)

...

xλ+sr
= y

gsr1(r)
λ+1 · · · ygsrsr (r)

λ+sr
δλ+sr

xλ+sr+1 = yλ+sr+1δλ+sr+1

...

xn = ynδn

where δi are units in U .

Each R̃(i) → R̃(i + 1) is a monoidal transform centered at a prime ai. By Theorems

3.9 and 3.11 and Lemma 3.2, there exist MTSs along ν

T = R̃(m) → · · · → R̃(m′) = T ′

and

U = S̃(m) → · · · → S̃(m′) = U ′

such that U ′ dominates T ′, T ′ has regular parameters (xλ+1, . . . , xn), U ′ has regular pa-

rameters (yλ+1, . . . , yn) such that (4.4) holds, and

aiU
′ = (ydi

1
λ+1 · · · y

di
sr

λ+sr
)

for some nonnegative integers di
1, . . . , d

i
sr

for 1 ≤ i ≤ m, and

π′′(ψi) = y
ai,λ+1
λ+1 · · · yaiλ+sr

λ+sr
ui

where ui are units, aij are positive integers for 1 ≤ i ≤ λ.

For m ≤ i ≤ m′ − 1 each R̃(i) → R̃(i + 1) is a monoidal transform centered at a

height 2 prime ai (c.f Remark 3.1) such that aiU
′ = (ydi

1
λ+1 · · · y

di
sr

λ+sr
) for some nonnegative

integers di
1, . . . , d

i
sr

. Consider the MTSs along ν

R′′ → R(1) → · · · → R(m′)

and

S′′ → S(1) → · · · → S(m′) = S̃
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constructed as in (4.2), so that for 1 ≤ i ≤ m′, R(i)pr−1(i)
∼= R′′p′′

r−1
, R(i)/pr−1(i) ∼= R̃(i),

S(i)qr−1(i)
∼= S′′q′′

r−1
, S(i)/qr−1(i) ∼= S̃(i) where pr−1(i) = pr−1 ∩ R(i), qr−1 = pr−1 ∩ S(i)

and S̃ has regular parameters (ỹ1, . . . , ỹn) such that ỹi has residue yi in U ′ for λ+1 ≤ i ≤ n

and ỹi = y′′i for 1 ≤ i ≤ λ. For 0 ≤ i ≤ m′ − 1, R(i) → R(i + 1) is the blowup of ai ⊂ R(i)

such that aiR̃(i) = ai. Thus aiS̃/qr−1 = (ydi
1

λ+1 · · · y
di

sr

λ+sr
) where qr−1 = pr−1 ∩ S̃. Set

Φi = ỹ
di
1

λ+1 · · · ỹ
di

sr

λ+sr
. Then

aiS̃ = (Φi + ỹ1b
1
1(i) + · · ·+ ỹλb1

λ(i), · · · ,Φi + ỹ1b
t
1(i) + · · ·+ ỹλbt

λ(i))

for some t, bk
j (i) ∈ S̃, 1 ≤ i ≤ m′ − 1.

Perform a MTS along ν

S̃ = S(0) → S(1) → · · ·S(m′)

where S(j) has regular parameters (y1(j), . . . , yn(j)) defined by yi(0) = ỹi for 1 ≤ i ≤ n,

yi(j) =
{

Φj+1yi(j + 1) 1 ≤ i ≤ λ

yi(j + 1) i < λ ≤ n

for 0 ≤ j ≤ m′ − 1. Then we have aiS(m′) = (Φi) for 1 ≤ i ≤ m′ − 1. R(m′) ⊂ S(m′) (by

Theorem 1.6) and S(m′)/q(m′)r−1
∼= U ′.

Let zi be lifts of xi to R(m′) for λ+1 ≤ i ≤ n. Define regular parameters (x1(m′), . . . , xn(m′))

in R(m′) by

xi(m′) =
{

x′′i 1 ≤ i ≤ λ

zi λ + 1 ≤ i ≤ n

There exists a matrix of nonnegative integers (eij) such that

x1(m′) = y1(m
′)g11(1) · · · ys1(m

′)g1s1 (1)yt1+1(m
′)h1,t1+1(1) · · · yλ(m′)h1λ(1)(4.5)

yλ+1(m
′)e1,λ+1 · · · yn(m′)e1nψ1

...

xλ(m′) = yλ(m′)yλ+1(m
′)eλ,λ+1 · · · yn(m′)eλ,nψλ

xλ+1(m′) = yλ+1(m
′)g11(r) · · · yλ+sr

(m′)gsrsr (r)δλ+1

+ fλ+1
1 y1(m

′) + · · ·+ fλ+1
λ yλ(m′)

...

xn(m′) = yn(m′)δn + fn
1 y1(m

′) + · · ·+ fn
λ yλ(m′)
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where δi are lifts of δi to S(m′), f j
i ∈ S(m′). For 1 ≤ i ≤ λ,

ψi = u′iyλ+1(m
′)ai,λ+1 · · · yaiλ+sr

λ+sr
+ hi

1y1(m
′) + · · ·+ hi

λyλ(m′)

where u′i are lifts of ui to S(m′), the u′i and δi are units in S(m′). Choose

t > max{aij , gij(1)}.

Now perform a MTS S(m′) → S(m′+ 1) along ν where S(m′+ 1) has regular param-

eters (y1(m′ + 1), . . . , yn(m′ + 1)) defined by

yi(m
′) =

{
yλ+1(m′ + 1)t · · · yn(m′ + 1)tyi(m′ + 1) 1 ≤ i ≤ λ

yi(m + 1) λ + 1 ≤ i ≤ n

to get

ψi = uiyλ+1(m
′ + 1)aiλ+1 · · · yλ+sr

(m′ + 1)aλ+sr

for some units ui ∈ S(m′ + 1), 1 ≤ i ≤ λ. S(m′ + 1)/q(m′ + 1)r−1
∼= U ′ and there is a

matrix of nonnegative integers (bij), units uλ+1, . . . , un ∈ S(m + 1) such that

x1(m′) = y1(m
′ + 1)g11(1) · · · ys1

(m′ + 1)g1s1 (1)yt′+1(m
′ + 1)h1,t1+1(1) · · · yλ(m′ + 1)h1λ(1)(4.6)

yλ+1(m
′ + 1)b1,λ+1 · · · yn(m′ + 1)b1nu1

...

xλ(m′) = yλ(m′ + 1)yλ+1(m
′ + 1)bλ,λ+1 · · · yn(m′ + 1)bλnuλ

xλ+1(m′) = yλ+1(m
′ + 1)g11(r) · · · yλ+sr

(m′ + 1)g1sr (r)uλ+1

...

xn(m′) = yn(m′)un

Theorem A is immediate from Theorem 4.3

Theorem 4.4. Suppose that R ⊂ S are excellent regular local rings such that dim(R) =

dim(S) = n, containing a field k of characteristic 0 and with a common quotient field K.

Suppose that ν is a valuation of K with valuation ring V such that V dominates S and ν

has rank r. Suppose that if mV is the maximal ideal of V , and p∗ = mV ∩S, then (S/p∗)p∗

is a finitely generated field extension of k. Suppose that the segments of Γν are

0 = Γr ⊂ · · · ⊂ Γ0 = Γν
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with associated primes

0 = p0 ⊂ · · · ⊂ pr ⊂ V.

Suppose that Γi−1/Γi has rational rank si for 1 ≤ i ≤ r and

trdeg(R/pi∩R)pi∩R
(V/pi)pi

= 0

for 1 ≤ i ≤ r. Set ti = dim(R/pi−1 ∩R)pi∩R for 1 ≤ i ≤ r, so that n = t1 + · · ·+ tr. Then

there exist MTSs R → R′ and S → S′ along ν such that S′ dominates R′, R′ has regular

parameters (z1, . . . , zn), S′ has regular parameters (w1, . . . , wn) such that

pi ∩R′ = (z1, . . . , zt1+···+ti
)

pi ∩ S′ = (w1, . . . , wt1+···+ti)

for 1 ≤ i ≤ r and
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z1 = w
g11(1)
1 · · ·wg1s1 (1)

s1

...

zs1 = w
gs11(1)
1 · · ·wgs1s1 (1)

s1

zs1+1 = ws1+1

...

zt1 = wt1

zt1+1 = w
g11(2)
t1+1 · · ·wg1s2 (2)

t1+s2

...

zt1+s2 = w
gs21(2)
t1+1 · · ·wgs2s2 (2)

t1+s2

zt1+s2+1 = wt1+s2+1

...

zt1+t2 = wt1+t2

...

zt1+···+tr−1+1 = w
g11(r)
t1+···+tr−1+1 · · ·wg1sr (r)

t1+···+tr−1+sr

...

zt1+···+tr−1+sr = w
gsr1(r)
t1+···+tr−1+1 · · ·wgsrsr (r)

t1+···+tr−1+sr

zt1+···+tr−1+sr+1 = wt1+···+tr−1+sr+1

...

zt1+···+tr = wt1+···+tr

where

Det




g11(i) · · · g1si(i)
...

...
gsi1(i) · · · gsisi(i)


 = ±1

and (R′/pi ∩R′)pi∩R′ ∼= (S′/pi ∩ S′)pi∩S′ for 1 ≤ i ≤ r.

Proof: The proof is a refinement of that of Theorem 4.3. The stronger Corollary 4.2 is
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used instead of Theorem 4.1. Formula (4.3) then becomes

x′′1 = ψ1(y′′1 )g11(1) · · · (y′′s1
)g1s1 (1)(4.7)

...

x′′λ = ψλy′′λ

(4.5) becomes

x1(m′) = y1(m
′)g11(1) · · · ys1(m

′)g1s1 (1)yλ+1(m
′)e1,λ+1 · · · yn(m′)e1nψ1(4.8)

...

xλ(m′) = yλ(m′)yλ+1(m
′)eλ,λ+1 · · · yn(m′)eλ,nψλ

xλ+1(m′) = yλ+1(m
′)g11(r) · · · yλ+sr

(m′)gsrsr (r)δλ+1

+ fλ+1
1 y1(m

′) + · · ·+ fλ+1
λ yλ(m′)

...

xn(m′) = yn(m′)δn + fn
1 y1(m

′) + · · ·+ fn
λ yλ(m′)

(4.6) becomes

(4.9)

x1(m′) = y1(m
′ + 1)g11(1) · · · ys1

(m′ + 1)g1s1 (1)yλ+1(m
′ + 1)b1,λ+1 · · · yn(m′ + 1)b1nu1

...

xλ(m′) = yλ(m′ + 1)yλ+1(m
′ + 1)bλ,λ+1 · · · yn(m′ + 1)bλnuλ

xλ+1(m′) = yλ+1(m
′ + 1)g11(r) · · · yλ+sr

(m′ + 1)g1sr (r)uλ+1

...

xn(m′) = yn(m′)un.

The MTS R(m′) → R(m′ + 1), where R(m′ + 1) has regular parameters

(x1(m′ + 1), . . . , xn(m′ + 1))

defined by

xi(m′) =
{

xi(m′ + 1)xλ+sr+1(m′ + 1)bi,λ+sr+1 · · ·xn(m′ + 1)bin 1 ≤ i ≤ λ

xi(m′ + 1) λ + 1 ≤ i ≤ n

132



factors through S(m′ + 1), and

(4.10)

x1(m′ + 1) = y1(m
′ + 1)g11(1) · · · ys1

(m′ + 1)g1s1 (1)yλ+1(m
′ + 1)b1,λ+1 · · · yλ+sr

(m′ + 1)b1,λ+sr u′1
...

xλ(m′ + 1) = yλ(m′ + 1)yλ+1(m
′ + 1)bλ,λ+1 · · · yλ+sr

(m′ + 1)bλ,λ+sr u′λ

xλ+1(m′ + 1) = yλ+1(m
′ + 1)g11(r) · · · yλ+sr

(m′ + 1)g1sr (r)uλ+1

...

xn(m′) = yn(m′)un

for some units u′i ∈ S(m′+ 1). Since det(gij(l)) = ±1 for 1 ≤ l ≤ r, we can make a change

of variables in S(m′ + 1), replacing yi(m′ + 1) with a unit times yi(m′ + 1) for all i to get

that the ui and u′j in (4.10) are 1 for all i, j. Let

(hij) =




g11(r) · · · gs11(r)
...

...
gsr1(r) · · · gsrsr (r)




−1

,

an integral matrix.

yλ+1(m
′ + 1) = xλ+1(m′ + 1)h11 · · ·xλ+sr (m

′ + 1)h1,sr

...

yλ+sr
(m′ + 1) = xλ+1(m′ + 1)hsr,1 · · ·xλ+sr (m

′ + 1)hsr,sr .

ν(yi(m′ + 1)) > 0 for λ + 1 ≤ i ≤ λ + sr, so by Lemmas 3.2 and 3.3 there exist MTSs

R(m′ + 1) → R(m′ + 2) and S(m′ + 1) → S(m′ + 2) along ν such that R(m′ + 2) has

regular parameters (x1(m′+2), . . . , xn(m′+2)), S(m′+2) has regular parameters (y1(m′+

2), . . . , yn(m′ + 2)) defined by

xi(m′ + 1) =





xi(m′ + 2) 1 ≤ i ≤ λ,

λ + sr < i ≤ n

xλ+1(m′ + 2)ai1(m
′+2) · · ·xλ+sr (m

′ + 2)ai,λ+sr (m′+2) λ + 1 ≤ i ≤ λ + sr

yi(m
′ + 1) =





yi(m′ + 2) 1 ≤ i ≤ λ,

λ + sr < i ≤ n

yλ+1(m′ + 2)bi1(m
′+2) · · · yλ+sr

(m′ + 2)bi,λ+sr (m+2) λ + 1 ≤ i ≤ λ + sr.
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such that R(m′ + 2) ⊂ S(m′ + 2) and

yλ+i(m
′ + 1) = xλ+1(m′ + 2)ei1 · · ·xλ+sr

(m′ + 2)eisr

for 1 ≤ i ≤ sr, where eij ≥ 0 for all i, j. Set

dij = e1jbi,λ+1 + · · ·+ esrjbi,λ+sr

for 1 ≤ i ≤ λ, 1 ≤ j ≤ sr. Then the MTS R(m′ + 2) → R(m′ + 3) where R(m′ + 3) has

regular parameters (x1(m′ + 3), . . . , xn(m′ + 3)) defined by

xi(m′ + 2) =
{

xλ+1(m′ + 3)di1 · · ·xλ+sr
(m′ + 3)disr xi(m′ + 3) 1 ≤ i ≤ λ

xi(m′ + 3) λ < i ≤ n

factors through S(m′ + 2) and the conclusions of the Theorem hold for the variables

xi(m′ + 3) and yi(m′ + 2).

Factorization 1

In this chapter we prove Theorem D, which shows that it is possible to factor a bira-

tional map along a valuation by alternating sequences of blowing ups and blowing downs.

Theorem 4.4 reduces this to a question of monomial morphisms and valuations of maxi-

mal rational rank. This reduces the problem to a question in combinatorics. Christensen,

in [Ch], using elementary linear algebra, gives a proof, that in dimension 3, factorization

holds along a rational rank 3 valuation. His algorithm produces a factorization with one

series of blowups and one series of blowdowns. We generalize his methods to give a proof

of factorization of monomial mappings in the special case of valuations of maximal rational

rank. Then Theorem D follows from Theorem 4.4.

Lemma 5.1. Suppose that M = (aij) is an n × n matrix such that the aij ≥ 0 for all

i, j and Det(aij) = ±1. Suppose that R is a regular local ring with regular parameters

(x1, . . . , xn). Then there exists a regular local ring S in the quotient field of R such that

S has regular parameters (y1, . . . , yn) satisfying (5.1).

x1 = ya11
1 ya12

2 · · · ya1n
n(5.1)

...

xn = yan1
1 yan2

2 · · · yann
n
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Proof: Set (bij) = M−1. There exists monomials fi in x1, . . . , xn for 0 ≤ i ≤ n such

that xbi1
1 · · ·xbin

n = fi

f0
for 1 ≤ i ≤ n. In R[ f1

f0
, · · · , fn

f0
] we have xi = ( f1

f0
)ai1 · · · ( fn

f0
)ain

for 1 ≤ i ≤ n so that the maximal ideal m = (x1, . . . , xn, f1
f0

, . . . , fn

f0
) is generated by

f1
f0

, . . . , fn

f0
. Set S = R[ f1

f0
, · · · , fn

f0
]m and yi = fi

f0
for 1 ≤ i ≤ n. Then S is a regular local

ring and (5.1) holds.

Suppose R → S is as in (5.1). An inverse monoidal transform (IMT) R → S(1) → S

consists of a regular local ring S(1) such that R ⊂ S(1) ⊂ S which has regular parameters

(y1(1), . . . , yn(1)) such that yr(1) = yrys for some r 6= s and yi(1) = yi for i 6= r.

Lemma 5.2. Suppose that (5.1) holds for R → S and the coefficients of the sth column of

M minus the rth column of M are nonnegative (ais − air ≥ 0 for all i). Then there exists

an IMT R → S(1) → S such that

x1 = y1(1)aaa(1) · · · yn(1)a1n(1)(5.2)
...

xn = y1(1)an1(1) · · · yn(1)ann(1),

M(1) = (aij(1)) is M with the rth column subtracted from the sth column. The adjoint

matrix A(1) of M(1) is obtained from the adjoint matrix A of M by adding the sth row

of A to the rth row of A.

Proof: This follows from Lemma 5.1.

Let A = (Aij) be the adjoint matrix of M in (5.1). Consider a monoidal transform

along ν S → S′, where S′ has regular parameters (y′1, . . . , y
′
n) defined by

yi =
{

y′sy
′
r i = r

y′i i 6= r

Of course, this means that ν(yr) > ν(ys). Then the matrix M ′ = (a′ij) where xi =

(y′1)
a′i1 · · · (y′n)a′in for 1 ≤ i ≤ n is obtained from M by adding the rth column to the sth

column. The adjoint matrix of M ′, A′ = (A′ij) is obtained from A by subtracting the sth

row from the rth row.

Theorem 5.3. Suppose that R ⊂ S are excellent regular local rings of dimension n,

containing a field k of chracteristic 0, with a common quotient field K. Suppose that ν is

a valuation of K which dominates S, with valuation ring V . Suppose that

1) V has rational rank n
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2) R has regular parameters (x1, . . . , xn), S has regular parameters (y1, . . . , yn) such that

x1 = ya11
1 ya12

2 · · · ya1n
n

...

xn = yan1
1 yan2

2 · · · yann
n

where Det(aij) = ±1.

Then there exists a MTS along ν

(5.3) S → S(1) → · · · → S(k)

where S(i) has regular parameters (y1(i), . . . , yn(i)) for 0 ≤ i ≤ k with

x1 = y1(i)a11(i)y2(i)a12(i) · · · yn(i)a1n(i)(5.4)
...

xn = y1(i)an1(i)y2(i)an2(i) · · · yn(i)ann(i).

such that if M(k) = (aij(k)) is the coefficient matrix of R → S(k), with adjoint matrix

A(k), then all but at most two of A11(k), A12(k), . . . , A1n(k) are zero.

Proof: Set M = (aij). Let A be the adjoint matrix of M . In a sequence such as (5.3),

define M(i) = (ajk(i)) and A(i) = (Ajk(i)) to be the adjoint matrix of M(i).

We will call a monoidal transform S(l) → S(l + 1) along ν allowable if it is centered

at P (l) = Pij = (yi(l), yj(l)) where A1i(l), A1j(l) are nonzero and have the same sign. If

T ⊂ {1, 2, . . . , n} is a subset containing i and j, and P (l) is allowable, then

max{|A1k(l + 1)| : k ∈ T} ≤ max{|A1k(l)| : k ∈ T}.

Suppose that there exists an infinite sequence of allowable monoidal transforms

(5.5) S → S(1) → · · · → S(l) →

where S(l) → S(l + 1) is centered at P (l). We will derive a contradiction. The Theorem

will then follow since at least three A1i(l) nonzero imply two of them must have the same

sign, which implies that there exists an allowable monoidal transform.
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Set

U(l) = {i : A1i(l) 6= 0}
α(l) = |U(l)|
T (l) = {i : i occurs as an index in a P (k) for some k ≥ l}
γ(l) = |T (l)|
β(l) = max{|A1i(l)| : i ∈ T (l)}

W (l) = {j ∈ T (l) : |A1j(l)| = β(j)}
δ(l) = |W (l)|

We have α(l + 1) ≤ α(l), β(l + 1) ≤ β(l), γ(l + 1) ≤ γ(l) and if β(l + 1) = β(l) then

δ(l + 1) ≤ δ(l). Hence in the lexicographic ordering,

(α(l + 1), β(l + 1), γ(l + 1), δ(l + 1)) ≤ (α(l), β(l), γ(l), δ(l))

for all l.

It suffices to show that this invariant decreases after a finite number of steps, so we

may assume that

(α(l), β(l), γ(l), δ(l)) = (α, β, γ, δ)

in (5.5) for all l, and derive a contradiction. Set U = U(l), T = T (l), W = W (l).

If there is some l such that P (l) = Prs with r, s ∈ W and ν(yr(l)) > ν(ys(l)), then

A1r(l + 1) = A1r(l)−A1s(l) = 0,

and α(l + 1) < α(l). This kind of monoidal transform can thus not occur in (5.5).

If some P (l) = Pir with i ∈ T −W , r ∈ W and ν(yr(l)) > ν(yi(l)), then A1r(l + 1) =

A1r(l)−A1i(l). Hence β(l + 1) < β(l) or β(l + 1) = β(l) and δ(l + 1) < δ(l). Thus such a

monoidal transform cannot occur in (5.5).

Since γ(l) cannot decrease, we must have infinitely many l such that P (l) = Pir with

r ∈ W , i ∈ T −W and P (l) = Pis with i, s ∈ T −W for all other l.

We must thus have yj(l) = yj for j ∈ W and for all l. Furthermore, ν(yi(l)) ≤ ν(yi)

for all i and l.

At each step where P (l) = Pir with r ∈ W and i ∈ T −W we have

yi(l + 1) =
yi(l)
yr(l)

=
yi(l)
yr
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and ν(yi(l+1)) = ν(yi(l))−ν(yr). After a finite number of steps we must have ν(yi(l)) < 0

for some i ∈ T −W , a contradiction.

When n = 3, Theorem 5.4 is proved by Christensen [Ch].

Theorem 5.4. Suppose that R ⊂ S are excellent regular local rings of dimension n ≥ 3,

containing a field k of chracteristic 0, with a common quotient field K. Suppose that ν is

a valuation of K which dominates S, with valuation ring V . Suppose that

1) V has rational rank n

2) R has regular parameters (x1, . . . , xn), S has regular parameters (y1, . . . , yn) such that

x1 = ya11
1 ya12

2 · · · ya1n
n

...

xn = yan1
1 yan2

2 · · · yann
n

where Det(aij) = ±1.

Then there is a sequence of regular local rings contained in K

R1 Rn−2

↗ ↖ ↗ · · · ↖ ↗ ↖
R S1 Sn−3 Sn−2 = S

such that each local ring is dominated by V and each arrow is a sequence of monoidal

transforms (blow ups of regular primes). Furthermore, we have inclusions R ⊂ Si for all i.

Proof: The proof is by induction on n. For n = 2 there is a direct factorization by a

MTS. Suppose that n ≥ 3 and the theorem is true for smaller values of n. We will show

that there is a MTS S → S′ along ν and a sequence of IMTs R → S′′ → S′ such that

a column of the matrix M ′′ of R → S′′ consists of a single 1 and zeros in the remaining

entries. Without loss of generality, the first column of M ′′ has this form. By Lemma 5.2,

there is then a sequence of IMTs R → Sn−3 → S′′ such that the matrix M of R → Sn−3

has the form

M =




1 0 · · · 0
0 a22 · · · a2n
...

...
...

0 an2 · · · ann


 .

By induction on n, there will then exist a factorization of the desired form.
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By Theorem 5.3, there exists a MTS S → S′ along ν such that, after possibly inter-

changing variables, A1j = 0 for j > 2 and

(5.6) a11A11 + a12A12 = 1

Case 1. Suppose that A11 < 0 and A12 > 0. (The case A12 < 0 and A11 > 0 is similar.)

Then 1 = −a11(−A11) + a12A12. Set m = [−A11
A12

], n = [−A12
A11

].

Suppose that m > 0. Note that m = 0 implies n > 0.

ai1A11 + ai2A12 + · · ·+ ainA1n =
{

1 if i = 1
0 if i 6= 1

ai2 − ai1m ≥ ai2 − ai1(
−A11

A12
)

=
1

A12
(ai1A11 + ai2A12 + · · ·+ ainA1n).

Hence a12 − a11m ≥ 1 and ai2 − ai1m ≥ 0 for 2 ≤ i ≤ n. Let M ′ be the matrix obtained

from M by performing the column operation of subtracting m times the first column from

the second column. All of the coefficients of M ′ are positive, so by Lemma 5.2 there is an

IMT R → S′ → S such that M ′ is the matrix of R → S′. We have A′1j = A1j if j 6= 1 and

A′11 = A11 + mA12 so that A11 < A′11 ≤ 0. If A′11 6= 0, then

m′ = [
−A′11
A′12

] = [
−A11 −mA12

A12
] = [

−A11

A12
−m] = 0

so that n′ > 0.

Now suppose that n > 0.

ai1 − ai2n ≥ ai1 − ai2(
A12

−A11
)

=
1

A11
(ai1A11 + ai2A12 + · · ·+ ainA1n).

Thus we have ai1−ai2n ≥ 0 for 2 ≤ i ≤ n. Suppose that A11 6= −1. Then a11−a12n > −1,

and since this is an integer, a11 − a12n ≥ 0. We can then construct an IMT R → S′ → S

such that the matrix M ′ of R → S′ is obtained from M by subtracting n times the second

column from the first column. We have A′1j = A1j if j 6= 2 and A′12 = A12 + nA11 so that

A12 > A′12 ≥ 0. If A′12 6= 0, then n′ = 0 and m′ > 0 so that we can repeat Case 1.
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Suppose that A11 = −1. 1 = −a11 + a12A12 implies a12 > 0.

ai1 − (A12 − 1)ai2 = −(ai1A11 + ai2A12 + · · ·+ ainA1n) + ai2

so that ai1 − (A12 − 1)ai2 = ai2 ≥ 0 if i > 1, a11 − (A12 − 1)a12 = −1 + a12 ≥ 0. We

can then construct an IMT R → S′ → S such that the matrix M ′ of R → S′ is obtained

from M by subtracting (A12 − 1) times the second column from the first column. Now

construct the IMT R → S′′ → S′ where the matrix M ′′ of R → S′′ is obtained from M ′ by

subtracting the first column from the second column. The second column of M ′′ consists

of a 1 in the first row, and the remaining rows are 0.

After a finite number of iterations of Case 1 we either prove the induction step, or

reach the case A12 = 0 or A11 = 0.

Case 2. Suppose that A11 = 0 or A12 = 0 (and A13 = · · · = A1n = 0). Without loss of

generality we may assume that A12 = 0. 1 = a11A11 implies a11 = A11 = 1. for i > 1 we

have ai1 = ai1A11 + ai2A12 + · · ·+ ainA1n = 0 so that the first column of M consists of a

1 in the first row, and the remaining rows are 0.

Case 3. Suppose that A11 > 0 and A12 > 0. Then a11 = A11 = 1 and a12 = 0, or a11 = 0

and a12 = A12 = 1. Without loss of generality we have the first case. For i > 0 we have

0 ≤ ai1 ≤ ai1A11 + ai2A12 + · · · ainA1n = 0 Hence the first column of M consists of a 1 in

the first row, and the remaining rows are 0.

This completes the induction step for the proof of the Theorem, since the case A11 <

0, A12 < 0 is not possible.

Proof of Theorem D. We can perform MTSs R → R′ and S → S′ so that the conclusions

of Theorem 4.4 hold. We can further replace R′ by a MTS R′ → R′′ such that S′ dominates

R′, the conclusions of Theorem 4.4 hold, and if si = 2 for some i, then

zt1+···+ti−1+1 = wt1+···+ti−1+1

zt1+···+ti−1+2 = wt1+···+ti−1+2

since factorization is possible if n = 2. Let λ1, . . . , λa be the λi such that 1 ≤ λi ≤ r and

sλi > 2. Set

x1 = zt1+···+tλi−1+1

...

xsλi
= zt1+···+tλi−1+sλi
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y1 = wt1+···+tλi−1+1

...

ysλi
= wt1+···+tλi−1+sλi

.

Set Rλi
= k[x1, . . . , xsλi

](x1,...,xsλi
), Sλi

= k[y1, . . . , ysλi
](y1,...,ysλi

). Let Kλi
be the quo-

tient field of Sλi . Then Rλi ⊂ Sλi and V λi = V ∩ Kλi is a rank 1, rational rank sλi

valuation ring dominating Sλi
. By Theorem 5.4, for all λi, there exist MTSs of regular

local rings contained in Kλi
,

(Rλi)1 (Rλi)sλi
−2

↗ ↖ ↗ · · · ↗ ↖
Rλi (Sλi)1 (Sλi)sλi

−2 = Sλi

such that each local ring is dominated by V λi and Rλi ⊂ (Sλi)j for all j.

We can perform the corresponding sequences of MTSs along ν on R to construct a

sequence of MTSs

(Rλ1)1 (Rλ1)sλ1−2

↗ ↖ ↗ · · · ↗ ↖
R (Sλ1)1 (Sλ1)sλ1−2 = Sλ1 = Rλ2

...
(Rλa)1 (Rλa)sλa−2

↗ ↖ ↗ · · · ↗ ↖
Rλa (Sλa)1 (Sλa)sλa−2 = S

(sλ1−2)+(sλ2−2)+ · · ·+(sλa −2) ≤ n−2 since sλ1 + · · ·+sλa ≤ n. Thus the conclusions

of the Theorem hold.

Factorization 2

In the special case of a monomial mapping, local factorization by one sequence of

blowups followed by one sequence of blowdowns follows from Morelli’s Theorem on fac-

torization of birational morphisms of toric varieties [Mo], [AMR]. Theorem 6.1 states this

result precisely.

Theorem 6.1. Suppose that R,S are excellent regular local rings of dimension n, con-

taining a field k of characteristic zero, with a common quotient field K, such that S dom-

inates R. Suppose that R has regular parameters (x1, . . . , xn), S has regular parameters
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(y1, . . . , yn) and there exists a matrix (aij) of natural numbers such that Det(aij) = ±1

and

x1 = ya11
1 · · · ya1n

n(6.1)
...

xn = yan1
1 · · · ya1n

n .

Let V be a valuation ring of K which dominates S. Then there exists a regular local ring

T , with quotient field K, such that T dominates S, V dominates T , and the inclusions

R → T and S → T can be factored by sequences of monoidal transforms (blowups of

regular primes).
V
↑
T

↗ ↖
R −→ S

Proof: With the given assumptions

(6.2) Spec(k[y1, . . . , yn]) → Spec(k[x1, . . . , xn])

is a toric birational morphism of toric varieties. There exist projective toric varieties X

and Y and a birational projective toric morphism f : X → Y extending (6.2). By the main

result of [Mo], [AMR] (Strong factorization of birational toric morphisms) there exists a

factorization
Z

↙ ↘
X −→ Y

where Z is a projective toric variety, Z → X and Z → Y are composities of blowups of

orbit closures. Z → X and Z → Y induce MTSs along ν R → T and S → T .

Proof of Theorem G.

By Theorem A, we can perform sequences of monoidal transforms R → R1 and S →
S1 so that V dominates S1, S1 dominates R1, and R1 and S1 have regular parameters

satisfying (6.1). The proof of Theorem G now follows from Theorem 6.1.

Proof of Theorem H. If K is a field containing a ground field k, and v is a valuation of

K, trivial on k, then the transcendence degree of Ov/mv over k is called the dimension of

v (dim(v)). We have

rank(v) ≤ rrank(v) ≤ trdegkK
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(C.f. the Corollary and note at the end of Chapter VI, Section 10 [ZS].)

Suppose that ν is a valuation associated to V . By Theorem 1.7, applied to the lift

to V of a transcendence basis of V/mν , there exists a MTS along ν, R → R1, such that

dimR1(ν) = 0. By assumption, R1 is a localization of k[f1, . . . , fm] for some f1, . . . , fm ∈
K, such that ν(fi) ≥ 0 for all i. By Theorem 1.7, there exists a MTS S → S1 along ν such

that f1, . . . , fn are in S1. Hence S1 dominates R1.

dim(R1) = trdegk(K)− trdegk(R1/m1) = n− dim(ν)

and dim(S1) = n− dim(ν). Now the Theorem follows from Theorem G.

7. The Zariski Manifold

Let k be a field, X be an integral proper k-scheme. Define M(X) to be the set of

pairs (X1, f1) of proper birational morphisms f1 : X1 → X.

Theorem 7.1. (Zariski) There exists a locally ringed space Z(X) with morphisms

h(X ′, f) : Z(X) → X ′

for (X ′, f) ∈M(X) such that

1) If (Xi, fi) ∈ M(X) for i = 1, 2 such that f−1
1 ◦ f2 is a morphism, then h(X1, f1) =

(f−1
1 ◦ f2) ◦ h(X2, f2) and

2) If Z ′(X) with maps h′(X ′, f) : Z ′(X) → X ′ for X ′ ∈M(X) has the property 1), then

there exists a unique morphism g : Z ′(X) → Z(X) such that h′(X ′, f) = h(X ′, f) ◦ g

for all (X ′, f) ∈M(X).

Z(X) is called the Zariski manifold of X (c.f. section 17 [ZS], [L1], section 6 of chapter

0 [H]). The formulation of Theorem 7.1 follows [H].

Z(X) can be constructed explicitly as follows (c.f. [ZS], [L1]). Let ζ be the generic

point of X, K = OX,ζ . Define Z(X) to be the set of valuation rings V of K such that

OX,p ⊂ V for some p ∈ X. The basic open sets U of a topology on X can be defined as

follows. Suppose that f1 : X1 → X is a birational morphism of finite type. Let ζ1 be the

generic point of X1. f∗1 induces an identification of OX1,ζ1 with K. Set U to be the set of

valuation rings V of Z(X) such that OX1,q ⊂ V for some q ∈ X1. Z(X) has the structure

of a locally ringed space, by defining

Γ(U,OZ(X)) = ∩V ∈UV
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for open sets U of Z(X).

Given a proper birational morphism f : X ′ → X, we can define h(X ′, f) : Z(X) → X ′

by h(X ′, f)(V ) = p if V dominates p. p exists by the valuative criteria for properness (c.f.

Theorem II.4.7 [Ha]).

Theorem 7.2. (Zariski) Z(X) is quasi-compact.

This is proved in chapter VI, section 17, theorem 40 [ZS].

Definition 7.3. (Hironaka, chapter 0, section 6 [H]) Let f : X ′ → X be a finite type

morphism of integral k-schemes. f is complete (or X ′ is complete over X) if

1) The morphism f is surjective.

2) For every point x′ ∈ X ′, there exists a 4-tuple (U,X
′
, f , j) consisting of an open dense

subset U of the underlying topological space of X ′ which contains x′, an integral finite

type k-scheme X
′
, a proper morphism f : X

′ → X and a morphism j : X ′ | U → X
′

which induces an isomorphism of the same to the restriction of X
′
to an open dense

subset of its underlying topological space and such that f ◦ j = f | U and

3) Every point x ∈ X admits an open neighbourhood V in the underlying topological

space of X such that X | V is a finite type k-scheme, and if we identify in a canonical

way the Zariski spaces Z(X
′
, f
−1

(V )) for all 4-tuples (U,X
′
, f , j) of 2) and call it

Z(X ′ | V ), then the underlying topological space of Z(X ′ | V ) is equal to the union

of h(X
′ | f−1

(V ))−1(j(U) ∩ f
−1

(V )) for all (U, X
′
, f , j).

Lemma 7.4. A complete separated morphism f : X → Y of integral finite type k-schemes

with X nonsingular is proper.

Proof: This is Corollary 9.5 [C].

Proof of Theorem B.

Let Z(X) be the Zariski manifold of X with projection πX : Z(X) → X. Suppose that

V ∈ Z(X). Let α be the center of V on X, β the center of V on Y , R = OY,β , S = OX,α.

By Theorem A, there exist sequences of monoidal transforms R → R′, S → S′ along V

such that R′, S′ have regular parameters satisfying (∗∗) of Theorem A. There exist affine

neighborhoods UV of α ∈ X, WV of β in Y such that Φ(UV ) ⊂ WV , projective morphisms

aV : UV → UV and bV : WV → WV which are products of monoidal transforms, and affine

neighborhoods U ′
V of the center α′ of V on UV , W ′

V of the center β′ of V on WV such that

Φ induces a morphism ΦV : U ′
V → W ′

V , R′ = OW ′
V

,β′ , S′ = OU ′
V

,α′ , (x1, x2, . . . , xn) are
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uniformizing parameters in W ′
V , (y1, y2, . . . , yn) are uniformizing parameters in U ′

V , and

δ1, . . . , δn are units on U ′
V .

U ′
V is an open subset of a proper k-scheme U

′
V with a birational morphism onto X.

Hence there exists a canonical map π
U
′
V

: Z(X) → U
′
V . Let ZV = π−1

U
′
V

(U ′
V ). ZV is an

open neighborhood of V in Z(X). The {ZV } indexed over V ∈ Z(X) are an open cover of

Z(X). There exists a finite subcover, which can be indexed as {Z1, . . . , Zn}, since Z(X)

is quasi-compact (Theorem 7.2). Let {U ′
1, . . . , U

′
n} be the corresponding U ′

V .

Let Ai be the largest open subset of Ui such that ai : a−1
i (Ai) → Ai is an isomorphism.

For all i, j, we have isomorphisms

a−1
j ◦ ai : a−1

i (Ai ∩Aj) → a−1
j (Ai ∩Aj).

Let X1 be the scheme obtained by glueing the U ′
i along the open sets a−1

i (Ai ∩Aj).

Let Bi be the largest open subset of Wi such that bi : b−1
i (Bi) → Bi is an isomorphism.

For all i, j, we have isomorphisms

b−1
j ◦ bi : b−1

i (Bi ∩Bj) → b−1
j (Bi ∩Bj).

Let Y1 be the scheme obtained by glueing the W ′
i along the open sets b−1

i (Bi ∩Bj).
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